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Abstract In this article, the static and dynamic magnetic properties of Single-
Chain Magnets and related systems are reviewed. We will particularly focus on 
the so-called Ising limit for which the magnetic anisotropy energy is much larger 
than the energy of the intra-chain exchange interactions. The simple regular chain 
of ferromagnetically coupled spins will be first described. Static properties will be 
summarized to introduce the dominant role of domain walls at low temperature. 
The slow relaxation of the magnetization will be then discussed using a stochastic 
description. The deduced dynamic critical behavior will be analyzed into details to 
explain the observed magnet behavior. In particular, the effect of applying a mag-
netic field, often ignored in the literature, will be discussed. Then, more compli-
cated structures including chains of antiferromagnetically coupled magnetic sites 
will be discussed. Finally, the importance of interchain couplings will be intro-
duced to discriminate between a « real » Single-Chain Magnet and a sample pre-
senting both a magnet-type properties and a three-dimensional antiferromagnetic 
ordered state at low temperature. 

Keywords Magnet • Low-dimensional magnetic systems • Single-chain magnet • 
Ising model • Slow dynamics of the magnetization • Magnetically ordered phase • 
Magnetic phase transition 

Abbreviations 
1-D  one-dimensional 
2-D  two-dimensional 
3-D  three-dimensional 
ac  Alternating-Current 
C  Curie constant 
dc  Direct-Current 
eiao-  1-ethylimidazole-2-aldoximate 
H  magnetic field 
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Hhmp  2-hydroxymethylpyridine 
JT  Jahn-Teller 
LEA  Local Equilibrium Approximation 
LZ  Landau-Zener 
M  Magnetization 
miao-  1-methylimidazole-2-aldoximate  
pao-  pyridine-2-aldoximate 
py  pyridine 
Rsaltmen2- N,N’–(1,1,2,2-tetramethylethylene)-bis(5-Rsalicylideneiminate) 
saltmen2- N,N’–(1,1,2,2-tetramethylethylene)-bis(salicylideneiminate) 
SCM  Single-Chain Magnet 
SMM  Single-Molecule Magnet 
T  Temperature 
ξ  correlation length 
χ  magnetic susceptibility 
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1 
Introduction 

In the last ten years, considerable research effort has been devoted to the synthesis 
of nanometer scale magnetic systems with the ultimate goal to reduce the size of 
the magnetic units that store information. Quite generally, such a magnetic unit is 
able to show a bi-stable behavior at some temperatures and values of the applied 
magnetic field. A typical magnetic signature of this bistability is a hysteresis loop 
as shown in Fig. 1. 
 

 
Figure 1. Scheme of the hysteresis effect on the field dependence of the magnetization at a fixed 
temperature. At zero magnetic field, the magnetization can have two values depending on the 
magnetic history of the sample. This kind of systems with a hysteresis effect (also called memory 
effect) is called bi-stable. 

Depending of its magnetic history, the sample can be prepared in different meta-
stable states presenting either a positive or negative magnetization. This type of 
magnetic behavior is commonly observed in materials which present a ferromag-
netic or ferrimagnetic long range order, but is also observed in many types of less 
conventional magnetic systems. The hysteresis loop may have different origin de-
pending on the sample but it always reveals the existence of magnetization slow 
dynamics, and thus this whole class of materials are called magnets. In bulk or-
dered materials, several magnetic domains are present and displacements of the 
walls separating these domains are at the origin of the slow relaxation of the mag-
netization. In samples of smaller size, these domain walls no longer exist and a 
single magnetic domain is found. In this case, the slow relaxation of the magneti-
zation takes its origin in the existence of an energy barrier due to the magnetic an-
isotropy. As this energy is proportional to the volume of the sample, there is a size 
limit down which bistability is no longer observed. This so-called “super-
paramagnetic limit” imposes a lower limit to the size of the magnetic units used 
for magnetic storage using conventional materials. 

Magnetization

Magnetic field
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The beginning of the 1990’s marked the discovery of Single-Molecule Mag-
nets (SMMs) [1,2,3,4,5,6,7] which gave the hope to store information on a single 
molecule [8,9,10,11,12,13]. In the 25 years since, numerous SMMs have been dis-
covered and a broad community currently works on new systems with improved 
magnetic characteristics, although it seems difficult to obtain a magnet behavior at 
high temperature with such systems. However, SMMs illustrate that the existence 
of a long range magnetic order is not a necessary condition to obtain a magnet (i.e. 
a slow relaxation of the magnetization). In fact, these systems remain in a para-
magnetic phase at any temperature. 

More recently, one-dimensional (1-D) systems [14,15], termed Single-Chain 
Magnets (SCMs) [15,16], have been discovered to exhibit slow relaxation of the 
magnetization and thus magnet properties comparable to SMMs. While most of 
the previous reviews on SCMs are describing their chemistry and synthetic strate-
gies to obtain this type of systems [17,18,19,20,21,22,23,24], this report is mainly 
focusing on the magnetic properties of Single-Chain Magnets and related systems. 
It summarizes the current knowledge on a theoretical point of view and illustrates 
the different aspects with selected experimental data. In SCM materials, the slow 
relaxation of the magnetization is not the signature of isolated anisotropic com-
plexes like for SMMs, but arises from the magnetic interactions between aniso-
tropic repeating units along a single chain. As a result, the SCM phenomenon is 
due to the critical slowing down observed at the neighborhood of a second order 
magnetic transition occurring at 0 K in the one-dimensional case. Hence, the pres-
ence of a short range order along the chain induces a slowing down of the spin dy-
namics over a broad range of temperatures. This dynamic was first by R. J. Glau-
ber in 1963 in the frame of the Ising model [25]. Since the increase of the 
intrachain interaction is much easier to control experimentally than the intrinsic 
magnetic anisotropy in SMMs, SCMs are a promising alternative for information 
storage [15-24]. 

For the first time in 2002, a chain of ferromagnetically coupled units, as imag-
ined by R. J. Glauber [25] ([Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2; saltmen2-: N,N’–
(1,1,2,2-tetramethylethylene)-bis(salicylideneiminate); pao-: pyridine-2-
aldoximate; py: pyridine), was synthesized and its SCM properties studied in de-
tails [15]. In this system shown in Fig. 2, the choice of the precursor building-
blocks ([Mn2(saltmen)2(H2O)2](ClO4)2 and [Ni(pao)2(py)2]) allowed a premeditat-
ed control of the structural dimensionality and opened the possibility to design a 
large series of one-dimensional systems of general formula: [Mn2(5-
Rsaltmen)2Ni(L1)2(L2)x](X)2 (noted in the following [Mn2Ni] chains; Rsaltmen2-: 
N,N’–(1,1,2,2-tetramethylethylene)-bis(5-Rsalicylideneiminate); R: H or MeO; 
L1: pao-: pyridine-2-aldoximate or miao-: 1-methylimidazole-2-aldoximate or 
eiao-: 1-ethylimidazole-2-aldoximate; L2: x = 2 for pyridine, 4-picoline, 4-tert-
butylpyridine or N-methylimidazole, x = 1 for 1,10 phenanthroline; X-: [ClO4]-, 
[ReO4]-, [BPh4]-, [PF6]-, [BF4]-) [15,26,27,28]. In this family of compounds, the 
strong antiferromagnetic coupling between MnIII and NiII spin carriers leads at low 
temperatures  (typically below 25 K)  [15,26-28]  to S = 3  macrospin units,  which  
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Figure 2. Views of the crystal structure of [Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2; (a) the one-
dimensional arrangement; (b) a projection in the (ac) plan, and (c) a projection along the chain 
axis. The hydrogen atoms and perchlorate anions located between the chains have been omitted 
for clarity. Color code: blue: N, red : O, pink: Mn, green: Ni, grey: C. Adapted from ref. 15. 

 
are ferromagnetically coupled along the chain. Up to date, this system appears to 
be one of the simplest experimental illustration of a SCM made of ferromagneti-
cally coupled anisotropic spins in the Ising limit (i.e. large anisotropy energy in 
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comparison to the intra-chain exchange energy). The first part of this book chapter 
(section 2) is summarizing the theoretical description of this type of SCMs and se-
lected experimental data from the [Mn2(5-Rsaltmen)2Ni(L2)2(L1)x](X)2 com-
pounds have been chosen to illustrate the key conclusions [15,26-28]. 

In section 3, the magnetic properties of regular chains of antiferromagnetically 
coupled anisotropic spins will be described and discussed in relation with the dual 
ferromagnetic case presented in section 2. Indeed, slow relaxation of the magneti-
zation is also expected in this type of chain due to finite-size effects. Experimental 
data from the [Mn4(hmp)6(L)2](ClO4)2 compounds (Hhmp: 2-
hydroxymethylpyridine; L-: N3

-, CH3COO-, ClCH2COO-) made of antiferromag-
netically coupled S = 9 anisotropic [Mn4(hmp)6]4+ motifs [29,30], will be used to 
illustrate this part. 

The fourth part of this chapter is devoted to the effect of the inter-chain inter-
actions and the possibility to stabilize three-dimensional magnetic orders of chains 
that, individually, would behave as a SCM. In contradiction with what was usually 
believed, it has been recently demonstrated both theoretically and experimentally 
(for example in [Mn2(5-MeOsaltmen)2Ni(pao)2(phen)](PF6)2) [31] that slow relax-
ation of the magnetization, i.e. magnet type behavior induced by the presence of 
the chains, is still present in the magnetic ordered state, even in the case of an anti-
ferromagnetic ground state [32,33]. 

Concluding remarks and perspectives will be finally given in Section 5. In par-
ticular, the case of single-chain magnets that display more complex structure or 
spin topologies will be evoked.  

2 
Regular chain of ferromagnetically coupled anisotropic spins 

As mentioned in the introduction, numerous systems have been recently described 
as Single-Chain Magnets. However, many of them have been characterized only 
in a very preliminary manner and then it is not excluded that some of them may 
present a 3-D long range magnetic order and not SCM properties (see section 4). 
To fully characterize a SCM, detailed static (thermodynamic) and dynamic mag-
netic measurements are required. To illustrate this argument, we will take the ex-
ample of the [Mn2Ni] chain [15,26-28], already mentioned in the introduction. In 
fact, this family of one-dimensional coordination polymers can be considered as a 
model system from which theoretical arguments and experimental results can be 
nicely compared. The dynamic properties and in particular the slow relaxation of 
the magnetization are essential. However, the static properties should be in priori-
ty and extensively described since they are at the origin of the magnetization dy-
namics of the chain. 
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2.1 
Basic arguments 

Fig. 2 shows different views of the crystal structure of the 
[Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2 chain [15]. Thanks to the organic ligands, the 
different chains are well isolated from each others in the crystal structure and, 
therefore, they can be considered as magnetically isolated. However, the magni-
tude of the interchain interactions cannot be easily quantified by a simple exami-
nation of the structure and thus this hypothesis should be verified by a detailed 
analysis of the static magnetic properties of the material (vide infra). Considering 
a single chain, Fig. 2a shows that the complexes organization can be described ei-
ther in terms of Mn-Ni-Mn trinuclear units or Mn-Mn dinuclear complexes linked 
by [Ni(pao)2(py)2] modules. For the magnetic analysis, the first description is the 
most appropriate as the exchange interaction within the Mn-Ni-Mn moieties is 
known to be about 2 orders of magnitude stronger than the Mn-Mn exchange cou-
pling [15]. Consequently, only the ground state of the Mn-Ni-Mn trinuclear unit 
should be populated at low temperature allowing its approximation to an effective 
S = 3 macrospin. The coupling between Mn metal ions, J, being ferromagnetic (J 
> 0), the system can be described using this approximation as regular chain of fer-
romagnetically coupled effective S = 3 spins (Fig. 3). 

 

 
Figure 3. Schematic views of a chain of ferromagnetically coupled Ising-type spins in zero dc 
field in the case of 2ξ < L (a) and 2ξ >> L (b). L is the distance between two defects (orange el-
lipses). 2ξ is the size of the magnetic domains separated by two domain walls (orange squares) 
with ξ being the correlation length. 

Due to the well-known Jahn-Teller distortion of the MnIII coordination sphere, the-
se effective spins should be described as anisotropic magnetic centers with a local 
easy axis oriented along the JT axis. In the crystal structure (Fig. 2), the magnetic 
easy axes are ideally oriented along a unique orientation coinciding with the chain 
direction. The relevant Hamiltonian (called anisotropic Heisenberg Hamiltonian) 
to describe this [Mn2Ni] chain in absence of an applied field, is given by Eq. 1, in 
which the Si spins are considered as classical spins. 
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 H = −2J

Si

Si+1

−∞

+∞

∑ −D Siz2
−∞

+∞

∑  (1) 

With the convention adopted in this Hamiltonian, Eq. 1, D > 0 corresponds to an 
easy axis. In the simple limit where D >> J, the magnetic anisotropy forces the ef-
fective spin to align with the local easy axis and the above Hamiltonian is thus re-
duced to the Ising model (Eq. 2, where σi = ±1 specifies the orientation of the ith 
spin). 

 H = −2JS2 σ iσ i+1
i
∑  (2) 

In the next subsections, we will describe the static and dynamic properties of the 
regular chain of ferromagnetically coupled anisotropic spins (Fig. 3). 

2.2 
Infinite chain length regime 

In this part, the simplest description of the chain will be presented in the absence 
of an applied magnetic field and considering a chain of infinite length (Fig. 3a; at 
this level of description, the unavoidable presence of defects is ignored). 

2.2.1 
Static properties 

General considerations can be given for the anisotropic Heisenberg model. First, 
as for any 1-D system (with short range interactions), no long range magnetic or-
der can be present at a finite temperature. However, a critical point does exist at T 
= 0 K and for this reason, short range order develops at low temperature. Inde-
pendently of the D/J ratio, a general description of these one-dimensional spin 
systems with magnetic correlations can be done. In the low temperature limit, the 
equilibrium state of these chains consists of large oriented magnetic domains sepa-
rated by narrower domain walls (Fig. 3a). As domains with positive or negative 
magnetization are equally probable in absence of an applied magnetic field, the 
average net magnetization of a chain is zero. The size of these domains is by defi-
nition equal to 2ξ, where ξ is the correlation length. In the low temperature limit, 
the temperature dependence of the correlation length can be easily deduced from a 
simple argument: the domain walls are well isolated from each other and there-
fore, they follow a Boltzmann statistics. Their number decreases exponentially as 
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exp(—E/kBT) where E is the creation energy of a domain wall [16]. Consequently, 
the correlation length also increases exponentially as exp(E/kBT) when the temper-
ature is lowered. The profile of a domain wall has been calculated for regular 
chain of ferromagnetically coupled classical spins (at T = 0 K) [34]. This work has 
been recently revisited to include more complex configurations of the chain [35]. 
Fig. 4 gives the equilibrium profile for the regular ferromagnetic chain with dif-
ferent D/J ratios. While “broad” domain walls are found for small D/J values (Fig. 
4a), a discontinuity appears in the center of the domain wall for intermediate val-
ues (Fig. 4b). Finally, as soon as D/J > 4/3 (Fig. 4c), the domain wall is remarka-
bly identical to the one predicted for the Ising limit and implies only two spins of 
opposite orientations (Fig. 3). This crossover is also emphasized when plotting the 
equilibrium angle, θ0, of the first spin situated on the right part of the domain wall 
(n = 0). Fig. 5a gives the evolution of this angle as a function of D/J. 

 

 
Figure 4. Angular equilibrium profile of the spin orientation (n is the index of a given spin along 
the chain) on both sides of a domain wall (as in reference 34, n = -1/2 corresponds the center of 
the domain wall) in (a) the broad domain wall limit, for (b) an intermediate value of D/J and in 
(c) the Ising limit with D/J > 4/3. 

 
Figure 5. (a) Variation of the equilibrium angle of the n = 0 spin and (b) the corresponding ener-
gy E of the domain wall (normalized to 4JS2) as a function of D/J. 
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The corresponding creation energy of the domain wall is given in Fig. 5b. Alt-
hough first increasing with D/J, this energy becomes constant and equal to 4JS2 as 
soon as D/J is larger than 4/3. The crossover between these two regimes, also evi-
denced by Fig. 5a, has been described at zero temperature as a phase transition 
[36]. The energy of the domain wall, E, can be probed experimentally measuring 
the parallel magnetic susceptibility (χ//) in the zero dc-field limit, that is propor-
tional to the correlation length as shown in Eq. 3 (C is the Curie constant and a is 
the unit cell parameter along the chain; Fig. 3) [16,37]. Experimentally as illus-
trated by Fig. 6, the semi-log plot of χT versus 1/T at low temperature gives a 
thermally activated behavior with an energy gap usually called Δξ (Eq. 3). 

 
χ //T
C

= 2ξ
a

= exp Δξ kBT( )  (3) 

In the Ising limit (D >> J), this experimental activation energy, Δξ, is directly 
equal to the energy of the domain wall, E = 4JS2. In the case of a finite anisotropy, 
Δξ is still equal to E (Fig. 5b), at enough low temperature, as proved analytically 
by Nakamura et al [38,39]. However, other magnetic excitations, like spins waves, 
may be relevant at higher temperatures and the activation energy of the relaxation 
time may be affected [40]. This latter point has been recently discussed based on 
numerical calculations by Vindigni et al [41]. 
 

 
Figure 6. Plot of ln(χ’T) versus 1/T for [Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2 (χ’ is the in-phase 
component of the ac susceptibility measured in zero dc field at 1 Hz). Adapted from ref. 42. 

Fig. 6 gives an example of this kind of experimental results for the [Mn2Ni] chain 
[42]. Between 7.5 K and 25 K, a linear dependence is clearly observed with Δξ/kB 
= 28 K. Above 25 K, the effective spin approximation fails and the ln(χT) value 
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deviates from a straight line. Below 7.5 K, a saturation of the χT product is ob-
served due to the finite size effects, as discussed in the section 2.3. The deduced 
Δξ value is consistent with the estimation of 4JS2, indeed expected for these 
[Mn2Ni] chain systems, which fall in the Ising limit i.e. D/J > 4/3. In the rest of 
this section, including the dynamic properties, the discussion will be developed 
within the Ising limit. 
Note that the data shown in Fig. 6 are obtained on a polycrystalline sample. 
Hence, the measured magnetic susceptibility, χ, should contain both parallel (to 
the easy magnetic axis, Eq. 3) and perpendicular contributions as shown in Eq. 4. 

 χ = 2χ⊥ + χ //
3

= 2
3
χ⊥ +

C
3T
exp 4JS2 kBT( )  (4) 

However, the transverse contribution is negligible at low temperature as the paral-
lel component becomes large. The thermally activated behavior is thus readily ob-
served on a polycrystalline sample without any significant correction due to the 
transverse susceptibility. 

2.2.2 
Dynamic properties 

The application of a dc field on a SCM system generates a finite magnetization. 
When this applied field is suppressed, the induced magnetization decreases with 
time to finally relax to zero as expected at the thermal equilibrium. In order to un-
derstand these relaxation properties, it is thus necessary to describe the time de-
pendence of the magnetization. Alternatively, the dynamics of the magnetization 
can be studied when probing the magnetic response with a small alternative (ac) 
field applied at a given frequency, ν. As the frequency dependence of the ac sus-
ceptibility is the Fourier transform of the time response, this ac technique gives 
the same information as the time resolved dc measurement. Indeed, most of the 
experimental studies reported on SCMs have been performed with ac susceptibil-
ity measurements on polycrystalline samples. 
In the simplest case, the magnetic relaxation corresponds to the existence of a sin-
gle mode, i.e. to a Debye model [43]. In this approximation, the real and imagi-
nary part of the ac complex susceptibility are given by Eq. 5 (where χdc is the stat-
ic magnetic susceptibility and ω = 2πν). 

 ′χ ω( ) = χdc

1+ω 2τ 2    and   ′′χ ω( ) = χdcωτ
1+ω 2τ 2   (5) 
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The position of the χ"(ω) maximum readily gives the relaxation time at a given 
temperature as ωmaxτ = 1 with ωmax = 2πνmax (νmax is the frequency at which the 
maximum of χ" is observed). Fig. 7 gives selected ac data measured for the 
[Mn2Ni] chain [44]. As a first approximation, the χ"(ν) curves follow a general-
ized Debye model. In this case, the expressions given above (Eq. 5) are general-
ized introducing a third parameter, α, that takes into account a distribution of re-
laxation times [43]. This parameter being small, the assumption of a single 
relaxation time remains reasonable. The frequency position of the χ"(ν) maximum 
and therefore the relaxation time, τ, are both temperature dependent and thus these 
measurements (Fig. 7) can be used to estimate the temperature dependence of τ.  

 

 
Figure 7. Frequency dependence between 1 and 1500 Hz of the in-phase and out-of-phase ac 
susceptibility between 3.4 and 5 K for [Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2 [44]. 

It should be noted that in most publications, the temperature dependence of χ’ and 
χ" at a given frequency is reported. In order to determine the temperature depend-
ence of the relaxation time, the maximum of χ"(T) at a given frequency is identi-
fied as the blocking temperature TB. The deduced TB versus ν plot is then reversed 
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to obtain τ versus 1/TB. This measurement strategy is neither logic nor without 
danger. Considering that both χdc and τ are temperature dependent, the maximum 
of χ"(T) (Eq. 6) does not give the right answer unless the temperature dependence 
of χdc is much weaker than the one of τ [45]. The determination of τ(T) by this 
method becomes completely wrong if several relaxation modes are present. 

  ′′χ T( ) = χdc T( )τ T( )ω
1+ω 2τ T( )2  (6) 

For a theoretical description of the relaxation, the simplest approach relies on sto-
chastic models, which have essentially been developed for Ising systems. Follow-
ing the pioneering work of Glauber [25], most of the theoretical works assume the 
occurrence of single-spin flips during the relaxation process. In this case, the dy-
namics is described by elementary steps where the transition probability, Wi(σi), to 
flip the ith spin from σi to - σi depends on the local field, Ei, seen by this spin. This 
local field is assumed to depend only on the spin state of the σi first neighbors. In 
the one dimensional Ising case (Eq. 2), Ei is given by Eq. 7. 

 Ei = 2JS2 σ i−1 +σ i+1( )
  

 (7) 

Indeed, several choices for Wi(σi) can be made with the only condition being that 
the detailed balance relation should be verified, to be consistent with the equilibri-
um probabilities shown in Eq. 8. 

  
Wi σ i( )
Wi −σ i( ) =

exp −Eiσ i kBT( )
exp Eiσ i kBT( ) =

1−σ i tanh Ei kBT( )
1+σ i tanh Ei kBT( )  (8) 

Where the right part equality of Eq. 8 is obtained only when σi = ±1. For the same 
reason, the most general way to express the transition probability is given in Eq. 9 
with f being an even function of the local field [35]. 

  Wi σ i( ) = f Ei kBT( ) 1−σ i tanh Ei kBT( )( )  (9) 

The simplest choice for Wi(σi) was suggested by Glauber [25] and corresponds to f 
= 1/2τ0, where τ0 is the spin flip time for a spin in absence of interactions. In this 
case, Eq. 10 (with γ = tanh(4JS2/kBT) [25]) gives an equivalent expression of the 
transition probability (as σi = ± 1). 
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  Wi σ i( ) = 1
2τ 0

1− γ
2
σ i σ i−1 +σ i+1( )⎛

⎝⎜
⎞
⎠⎟  (10) 

Nevertheless, the choice of the transition probability made by Glauber is arbitrary 
with the only motivation to be able to find an exact mathematical solution of this 
equation system in absence of an applied dc field. In fact, a more physical proba-
bility law would be an Arrhenius law [46,47,48]. In this case the transition proba-
bility is given by Eq. 11 for f(Ei/kBT) = cosh(Ei/kBT)/(2τ0). 

 Wi σ i( ) = 1
2τ 0

exp −Eiσ i / kBT( )  (11) 

In the one-dimensional case, a general expression of Wi(σi) can be established (Eq. 
12) independently of the transition probability choice. 

 Wi σ i( ) = 1
2τ 0 (1− ρ)

1+ ρσ i−1σ i+1 −
γ
2

(1+ ρ)σ i σ i−1 +σ i+1( )⎛
⎝⎜

⎞
⎠⎟  

  (12) 
In Eq. 12, ρ is a function of the temperature, which depends on the probability 
law. While ρ = 0 in the special case of the Glauber probability, ρ is equal to 
tanh2(2JS2/kBT) in the Arrhenius case [35]. Independently of ρ, the next step to 
calculate the relaxation time is the determination of dynamic equations (Eq. 13) 
for the average correlation functions. 

d <σ iσ j...σ r >
dt

= −2 <σ iσ j...σ r Wi (σ i )+Wj (σ j )+ ... +Wr (σ r )( ) >
 
(13)

 

Eq. 13 contains indeed a large number of coupled differential equations, with the 
first of these equations given by Eq. 14. 

τ 0 1− ρ( ) d < σ i >
dt

+ 1− γ (1+ ρ)( ) < σ i > +ρ < σ i−1σ iσ i+1 >= 0
   

(14)
 

When ρ = 0 (Glauber probability), Eq. 14 describes the dynamics of the magneti-
zation decoupled from the rest of the equation system. Only in this particular case, 
this dynamic equation is exactly solvable leading to an exponential time decay of 
the magnetization with a single relaxation time given by Eq. 15. In the low tem-
perature limit, Eq. 15 can be simplified and τ is then given by Eq. 16. 
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  τ = τ 0

1− tanh 4JS2 kBT( )  (15) 

  τ =
τ 0

2
exp 8JS2 kBT( )  (16) 

On the other hand, no obvious analytical solution can be found even in the Arrhe-
nius case, even in zero dc field, as the dynamics of the magnetization is coupled to 
the one of a three spins correlation function that is itself coupled to higher order 
terms! To discuss the effect of the probability law, numerical calculations are then 
necessary. Recent results include solutions from (i) the diagonalization of the 
whole dynamic linear equations system (Eq. 13) on small chains (up to 10 spins) 
and (ii) Monte Carlo simulations on larger systems of N spins [35] with different 
boundary conditions: either finite rings or open chains. Fig. 8 shows typical mag-
netization relaxations calculated in the Arrhenius case for N = 100 (note that these 
results are representative of any chain length). Single exponential relaxations are 
found with both boundary conditions. No significant difference in Fig. 8a can be 
found between open chains and finite rings when the correlation length, 2ξ, is 
smaller than the chain length, L = aN (Fig. 3), while different relaxation times are 
clearly observed for 2ξ > L (Fig. 8b). This latter point highlights the presence of 
finite size effects that will be discussed in the next section (2.3). 

 

 
Figure 8. Time decay of the normalized magnetization considering the Arrhenius probability law 
simulated by Monte Carlo approach (for N = 100) showing the single exponential behavior, 
when (a) 2ξ < L and (b) 2ξ > L (i.e. at lower temperature). Solid line are the best fit of the nu-
merical results by exponential laws. 
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As single exponential relaxations of the magnetization are obtained (Fig. 8), a sin-
gle relaxation time is readily deduced from these numerical data. It is important to 
note that τ is normalized by τ0 in Fig. 9 and thus only the contribution due to the 
magnetic correlations is shown. It is absolutely remarkable to observe in Fig. 9 
that the obtained relaxation time and its temperature dependence are essentially 
the same for the Glauber and Arrhenius probability laws. In contrast with what 
was claimed in previous publications on the subject, these simulations demon-
strate that the slow relaxation of the magnetization in SCM systems is not neces-
sary a Glauber dynamics! As it will be discussed in section 2.4, it is indeed not 
possible to discriminate between the probability laws with experimental results at 
zero dc field. 
 

 
Figure 9. Deduced normalized relaxation time (for N = 100; from Fig. 8) as a function of the in-
verse of the normalized temperature for (a) finite ring and (b) open chain. The black solid lines 
are indicating the exponential laws for the different regimes of relaxation. 

For the finite ring, the relaxation time is following a single thermally activated law 
in agreement with Eq. 16 (Fig. 9a). In contrast, as seen in Fig. 9b, a crossover is 
observed for open chains. At high temperature, the relaxation time follows the 
same exponential law as for the finite ring, while the activated energy is reduced 
by two below the crossover temperature, T*. This crossover, also related to the 
presence of finite size effects, will be discussed in the section 2.3.  
These simulations show clearly that the relaxation of the magnetization exhibits a 
universal behavior at zero field and low temperatures that is independent of the 
chosen probability law. Indeed this result can be inferred from simple scaling ar-
guments (omitting numerical factors). The relaxation time is the characteristic 
time for a domain wall to diffuse on the length ξ of a magnetic domain. The ele-
mentary time unit being τ0, one gets immediately τ ∝τ0(ξ/a)2 [49]. Therefore con-
sidering Eq. 3, the relaxation time in the Ising limit is thermally activated with an 
energy gap of 2Δξ (Eq. 17). 
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  τ = τ 0

2
exp 2Δξ kBT( )  (17) 

The observed universality is also consistent with the vicinity of a critical point for 
T = 0 in absence of magnetic field for which the dynamic behavior is no longer 
dependent on the details of the model, like the expression of the probability law. 
This important, although often ignored, argument has a straightforward conse-
quence: the experimental data obtained only at zero dc field cannot be used to 
claim that the Glauber model has been verified. Only the above scaling arguments, 
valid for a whole class of probability laws, are probed with such experiments. 
Finally, to compare with experimental data, it should be mentioned that τ0 is also 
expected to follow an activated law (Eq. 18) with an energy gap, ΔA, that is the 
energy barrier experienced by a spin unit in absence of interaction, i.e. inside a 
domain wall. 

  τ 0 T( ) = τ i exp ΔA kBT( )  (18) 

In the Ising limit (for narrow domain walls), ΔA is equal to DS2. Finally from Eq. 
17 and 18, the relaxation time for the infinite chain at low temperature can be de-
duced as shown by Eq. 19 (the pre-factor τi describes the intrinsic dynamics of the 
spin in contact with the thermal bath, in the absence of an energy barrier). 

  τ =
τ i
2

exp 2Δξ + ΔA( ) kBT( )  (19) 

This relation is expected to be also true for a finite anisotropy, at least in the low 
temperature limit. Of course in this case, the expressions of Δξ and ΔA may be 
more complicated that the one found in the Ising limit (where Δξ = 4JS2 and ΔA = 
DS2). For example, the expression of ΔA in the large domain wall limit (D << J) is 
still controversial [41]. 
The temperature dependence of the experimental relaxation time for the [Mn2Ni] 
chain is given in Fig. 10. As expected theoretically (vide supra), two thermally ac-
tivated regimes are observed with Δτ1/kB = 74 K and Δτ2/kB = 55 K respectively. As 
DS2 can be determined, for example, from M versus H data on an oriented single 
crystal when the magnetic field is applied along the hard axis, the above relation 
(Eq. 19) can be tested experimentally. In the case of the [Mn2Ni] chain (Fig. 10), 
the equality Δτ1 = 2Δξ + ΔA is experimentally verified with Δξ/kB = 28 K and ΔA/kB 
= 23 K. The low temperature regime where Δτ2 = Δξ + ΔA will be discussed in the 
next section. 
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Figure 10. Semilog plot of the relaxation time τ versus 1/T for 
[Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2. The blue and black dots were obtained from ac and dc 
measurements, respectively. The red straight lines are the Arrhenius laws in the infinite and fi-
nite-size chain regimes. Adapted from Ref. 42. 

2.3 
Finite size effects 

As noticed in the previous section for the [Mn2Ni] chain, the experimental results 
(Fig. 6 and 10) deviate significantly from the expected infinite chain behavior at 
low temperatures. This feature, that is quite general in SCM systems, reveals the 
presence of defects along the spin chain. Defining L as the average distance be-
tween two defects (Fig. 3b), it is clear that the magnetic correlations along the 
chain should saturate below the temperature for which L ≈ 2ξ (where ξ is the theo-
retical correlation length of the chain without defects) inducing, for 2ξ >> L, the 
presence of only one magnetic domain between two defects. This crossover gener-
ated by finite size effects can be predicted by Monte Carlo simulations (Fig. 8b 
and 9b) as well as observed experimentally (Fig. 6 and 10). Therefore, both static 
and dynamic properties of SCM systems will be revisited in the following para-
graphs when L > 2ξ. 

2.3.1 
Static properties 

The simplest approach to describe the finite size effects in SCMs is to consider the 
“monodisperse description”. At this approximation, the chains are identical finite 
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segments of size L, i.e. the distance L between two defects is assumed to be a con-
stant. Below the crossover temperature, T*, when ξ >> L, the magnetic susceptibil-
ity is given by Eq. 20. 

 
χT
C

=
L
a  (20) 

In this limit, as there is only one magnetic domain per segment of size L, it can be 
considered as an effective LS/a spin. Thus, the above expression (Eq. 20) is simply 
the Curie law for these effective spins. Therefore, a saturation of the χT product is 
expected in presence of finite size effects as observed experimentally for the 
[Mn2Ni] chain below 7.5 K (Fig. 6) [42]. In this case, the weak decrease of χT ob-
served at low temperature has been attributed to small antiferromagnetic interac-
tions between segments [42]. 
A polydisperse approach can also be developed [50,51] considering the probabil-
ity c of finding a defect in the chain. Then, the probability of finding a chain of n 
spins is proportional to c2(1-c)n for missing sites and c2(1-c)n-1 for missing links or 
interactions. In this case, the magnetic susceptibility can be calculated in the Ising 
limit for a chain of ferromagnetically coupled spins (S). Eq. 21 gives the analytical 
expressions of the χT product with η = 1 for missing links and η = 1 - c for miss-
ing sites. 

 
χT
C

=η
1+ 1− c( ) tanh 2JS2 kBT( )
1− 1− c( ) tanh 2JS2 kBT( )  (21) 

At the low temperature limit (2JS2 >> kBT) and when c is small (i.e. small number 
of defects), Eq. 21 can be simplified to a unique expression given by Eq. 22. 

 
χT
C

=
2

c + 2exp −4JS2 kBT( )  (22) 

The polydisperse approach also predicts a saturation of the χT product at low tem-
perature at a value giving the average number of sites between two defects. It is 
worth mentioning that the temperature dependences of the magnetic susceptibility 
deduced from the monodisperse and polydisperse models are very similar and thus 
static measurements cannot help to detect the presence of polydispersity for a 
chain with ferromagnetically coupled spins [16]. 
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2.3.2 
Dynamic properties 

Finite size effects on the relaxation time of one-dimensional systems have also 
been discussed using a monodisperse model and the Glauber probability law [52]. 
In this case, the relaxation time of the magnetization is governed by the longest 
characteristic time of a segment of size L. As previously discussed, τ experiences 
a crossover when L ≈ 2ξ (Fig. 9b and 10). Below this crossover, when L << ξ, the 
expression of the relaxation time is given in the Ising limit by Eq. 23 or in the 
general case by Eq. 24. Introducing the expression of τ0 (Eq. 18), Eq. 24 can be 
simplified to Eq. 25. 

  τ =
τ 0L
2a

exp 4JS2 kBT( )  (23) 

  τ =
τ 0L
2a

exp Δξ kBT( )  (24) 

  τ =
τ iL
2a

exp Δξ + ΔA( ) kBT( )  (25) 

This theoretical result can be readily compared with the low temperature proper-
ties of the [Mn2Ni] chain shown in Fig. 10. The experimental activation energy, 
Δτ2/kB = 55 K, is in fact close to the expected Δξ + ΔA sum, with Δξ/kB = 28 K and 
ΔA/kB = 23 K [42]. 
Dynamic properties have also been discussed in the frame of the polydisperse ap-
proach. In contrast with the monodisperse case, the theory predicts a non-
exponential relaxation of the magnetization but the temperature dependence of the 
characteristic relaxation time is still given by the equations obtained from the 
monodisperse approach (Eq. 23-25) [53]. For this reason, the experimental results 
in the finite size regime are generally analyzed using the monodisperse approach. 
Finally, it should be noted that the above conclusions are again independent of the 
probability law as shown by Fig. 9b, which compares the Glauber and Arrhenius 
results for a finite chain of 100 spin units. 
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2.4 
Effect of the applied magnetic field 

Only a very few experiments on SCMs have been performed in the presence of an 
applied magnetic field. However, the obtained data are essential to prove the SCM 
properties and to exclude the occurrence of a 3-D magnetic order. It is important 
to keep in mind that the slow relaxation of the magnetization in 1-D systems is 
due to the presence of a critical point located at TC = 0 K and HC = 0. Therefore, 
important variations of the static and dynamic properties should occur, not only by 
changing the temperature for H = 0, but also by increasing the applied magnetic 
field at a constant low temperature. In this latter case, a maximum of the magnetic 
susceptibility and of the relaxation time should be observed at H = 0 and an asso-
ciated critical behavior should be present at low field. For the Ising model, the na-
ture of this critical behavior has been extensively discussed, in particular to ana-
lyze the helix-coil transition in biopolymers [54,55,56,57,58,59,60,61]. The effect 
of an applied dc field on the SCM properties has been also described in a recent 
publication [62] and analyzed from numerical calculations [35]. The main results 
will be summarized in the next paragraphs. 

2.4.1 
Static properties 

The field dependence of the magnetization can be exactly determined for an infi-
nite chain of spins. In the Ising limit, the normalized magnetization, M/Msat and the 
associated magnetic susceptibility, χ, are given by Eq. 26 and 27 respectively, 
with Msat = Nµ being the magnetization at saturation for N spins possessing an in-
dividual magnetic moment µ = gµBS. 

 
M
Msat

=
sinh µH kBT( )

sinh2 µH kBT( ) + exp −8JS2 kBT( )  (26) 

 χ =
∂M
∂H

=
Msatµ
kBT

cosh µH kBT( )exp −8JS2 kBT( )
sinh2 µH kBT( ) + exp −8JS2 kBT( )( )3/2 (27) 

This expression of the magnetic susceptibility emphasizes the existence of a criti-
cal regime at low field (µH << kBT) for which Eq. 27 simplifies into Eq. 28. 
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χ = Nµ2

kBT
exp 4JS2 kBT( )

1+ µH kBT( )2 exp 8JS2 kBT( )( )3/2

=
χ H = 0( )

1+ µH kBT( )2 exp 8JS2 kBT( )( )3/2

=
χ H = 0( )
1+ x( )2( )3/2

 (28) 

Eq. 28 shows the existence of a reduced variable x = 
(µH/kBT) exp(4JS2/kBT) = 2µHξ/(akBT) that controls the field dependence of the 
magnetic susceptibility. At low temperature and as expected, the susceptibility is 
maximum at H = 0 (and x = 0) and is drastically reduced even at low fields (for x 
≈ 1). 
For a spin segment of size L, finite size effects are predicted by the theory. In the 
simple limit where ξ >> L, all the spins are parallel within the segments. Each 
segment is then equivalent to a giant spin nS = LS/a. As an assembly of monodis-
persed segments follows a Boltzmann statistics, its magnetization and magnetic 
susceptibility can be easily expressed by Eq. 29 and 30 with a new reduced varia-
ble x’ equal to LµH/(akBT) (with the segment length, L, replacing 2ξ). In the low 
field limit (x’ << 1), Eq. 30 can be simplified into Eq. 31. A critical effect is still 
observed with a maximum of the susceptibility at H = 0 (x’ = 0) and its reduction 
at low fields (for x’ > 0). 

 
M
Msat

= tanh LµH akBT( )( )  (29) 

 χ =
Lµ
akBT

1− tanh2 LµH akBT( )( )( )  (30) 

 χ = Lµ
akBT

1− ′x 2( )  (31) 
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2.4.2 
Dynamic properties 

To discuss the effect of an applied magnetic field on the dynamic of SCMs, the 
transition probability should be generalized under dc field. In its pioneer work 
[25], Glauber reported a new expression of the transition probability given by Eq. 
32 with Q = tanh(µH/kBT). 

  Wi σ i( ) = 1
2τ 0

1−Qσ i( ) 1− γ
2
σ i σ i−1 +σ i+1( )⎛

⎝⎜
⎞
⎠⎟  (32) 

It should be mentioned that Eq. 32 was used by Glauber to describe only small ap-
plied fields. For higher fields, the above expression is no longer a simple function 
of the local field. For this reason, an alternative expression, Eq. 33, was introduced 
by Suzuki and Kubo [63] (with Ei defined by Eq. 7). It is worth noting that Eq. 33 
becomes identical to the Glauber expression in zero field (Eq. 32). 

  Wi σ i( ) = 1
2τ 0

1−σ i tanh Ei + µH
kBT

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

 (33) 

Finally in the Arrhenius case, the transition probability can also be written in pres-
ence of an applied field as shown by Eq. 34 [47,48]. 

  Wi σ i( ) = 1
2τ 0

exp − 2JS2

kBT
σ i σ i−1 +σ i+1( )− µH

kBT
σ i

⎛
⎝⎜

⎞
⎠⎟

 (34) 

In each case, the relaxation of the magnetization can be calculated solving a sys-
tem of coupled dynamic equations, exemplified by Eq. 35 for the Glauber transi-
tion probability. 

 τ 0
d <σ i >
dt

+ 1−γ( ) <σ i > +γQ <σ iσ i+1 > −Q = 0  (35) 

Even in this simple case, this equation is not decoupled from the rest of the system 
and thus an exact solution is no longer available. Unfortunately, this remark is also 
true for the Suzuki-Kubo and Arrhenius probability laws. Although the Glauber 
model is no longer exactly soluble for H ≠ 0, simple approximations like the local 
equilibrium approximation (LEA) have been used to obtain a solution [62]. The 
spirit of this approximation is to consider first the linear response of the system. 
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The linearized version of Eq. 35 is given by Eq. 36 introducing m = <σi>, Γ = 
< σi σi+1> and δm = m(t) – meq (meq being the equilibrium value of m). The relaxa-
tion time is thus easy expressed as a function of γ, Q and dΓ/dm in Eq. 37. 

 τ 0
dδm
dt

+ 1−γ + γQ dΓ
dm

⎛
⎝⎜

⎞
⎠⎟ δm = 0  (36) 

 
τ 0
τ

=1−γ + γQ dΓ
dm

 (37) 

The LEA consists in introducing the equilibrium value of dΓ/dm in Eq. 37, con-
sidering that the relaxation of the correlation function Γ is much quicker than the 
relaxation of the magnetization.  
As for the static properties, a critical regime is found at low fields. For the infinite 
chain, the deduced relaxation time is given by Eq. 38. 

  τ H( ) = τ H = 0( )
1+ µH kBT( )2 exp 8JS2 kBT( ) =

τ H = 0( )
1+ x2  (38) 

Therefore, as concluded for the magnetic susceptibility, the relaxation time of the 
magnetization for a SCM is expected to be maximum at H = 0 (x = 0) and to de-
crease rapidly when a magnetic field is applied. This conclusion holds also in the 
finite size regime for which the relaxation is given by Eq. 39 at low fields. 

  τ H( ) = τ H = 0( )
1+ 2 µH kBT( )2 L2 3a2

=
τ H = 0( )
1+ 2 ′x 2 3  (39) 

Omitting the numerical factors, the two expressions are similar and emphasize the 
role of x or x’ as reduced variables to describe the critical effects. 
To avoid these approximations, numerical results have been recently obtained 
[35]. Although they confirm qualitatively the scaling laws deduced from the LEA, 
they show that the field dependence found in Eq. 38 and 39 is overestimated by a 
factor 2. The origin of this discrepancy is found in the calculation of dΓ/dm that 
appears in Eq. 37.1 Then, Eq. 38 and 39 for the Glauber case must be replaced by 

                                                             
1 The equilibrium value of Γ is an even function of m and Γ is proportional to m2 or Hm at low 
field. The estimation of d(Hm) at the LEA gives Hdm + mdH = 2 Hdm (as m is proportional to H 
at equilibrium and low field). On the other hand, the dynamic calculation requires the estimation 
of d(Hm) for a constant value of H, which is exactly half of the LEA result. 
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the corrected expressions, Eq. 40 and 41, for the infinite and finite size regimes, 
respectively. 

  τ H( ) = τ H = 0( )
1+ x2 / 2  (40) 

  τ H( ) = τ H = 0( )
1+ ′x 2 3  (41) 

Indeed, the field dependence of the relaxation time is not strongly modified by the 
choice of the probability law as expected in a critical regime, i.e. when x or x’ << 
1, for which a universal behavior must be observed. Outside the critical regime, 
the expressions of the relaxation time can also be established. Relying on the local 
equilibrium approximation, theoretical results have been obtained in the Glauber 
case. The main conclusion of this work demonstrates that τ becomes of the order 
of τ0 for x >> 1 or x’ >> 1 [62]. More recently, Monte Carlo simulations have been 
used to study the effect of the different probability laws on the magnetization re-
laxation under dc field [35]. Typical numerical data of the magnetization relaxa-
tion in the finite-size regime (2ξ > L) are shown in Fig. 11 starting from an initial 
state being completely saturated with a negative magnetization.  
 

 
Figure 11. Relaxation of the normalized magnetization at a fixed temperature (Δξ/kBT = 5) ob-
tained by Monte Carlo simulations [35] in the finite-size regime (2ξ > L) starting from a com-
pletely saturated negative magnetization. The time decay of the reduced magnetization 
(δM(t)/ δM(0) = (M(t) – M(t → ∞))/(M(t = 0)-M(t → ∞)) in semilogarithmic plot is given in inset, 
(a) for a negative applied field (µH/Δξ = -0.1) (b) in absence of applied field (µH/Δξ = 0), (c) for 
a positive applied field (µH/Δξ = 0.1). 

The presented relaxation curves are at the same temperature (Δξ/kBT = 5) respec-
tively for H < 0 (Fig. 11a), H = 0 (Fig. 11b) and H > 0 (Fig. 11c) and coherently in 
inset of these plots is given the time decay of the reduced magnetization 
(δM(t)/ δM(0) = M(t) – M(t → ∞))/(M(t = 0)-M(t → ∞)). The theoretical relaxation 
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of the magnetization under dc field is no longer a single exponential although a 
unique relaxation time can still be extracted at long time scale. As shown in Fig. 
12, this deduced normalized relaxation time, τ/τ0, is plotted as a function of the 
normalized inverse of the temperature (Δξ/kBT) and for different values of the 
normalized magnetic field (µH/Δξ) in order to evidence the different thermally ac-
tivated regimes. As previously mentioned, only the correlation contribution to the 
relaxation time, τ/τ0, is reported. Thus when the obtained activation energy, Δτ/τ0, 
is negative, it simply indicates that the activation energy for the relaxation time, 
Δτ, is smaller than ΔA. In contrast with the obtained properties at zero (Fig. 9) or 
small applied fields, these numerical data suggest that, at higher fields, the tem-
perature dependence of the relaxation time is strongly dependent of the introduced 
probability law (Fig. 12). This result is indeed expected since the previous argu-
ment of universality is no longer valid far from the critical point. From Fig. 12, the 
contribution of the activation energy due to the magnetic correlations, Δτ/τ0, can be 
deduced as a function of the applied magnetic field (Fig. 13). As already conclud-
ed from Fig. 12, very different activation energies are obtained for the three inves-
tigated probability laws for reduced magnetic fields, µH/∆ξ. Moreover, the com-
parison between Monte Carlo simulations for N = 100 and numerical estimation 
with N = 10 using diagonalization of the dynamic linear equations (Eq. 13) allows 
to conclude that the obtained theoretical results are essentially independent of the 
chain length in the low temperature limit. These theoretical works strongly suggest 
that experimental dynamic properties under high applied magnetic fields should be 
able to specify the probability law that governs SCM systems. Such experiments 
are presently missing in the literature. 

 

 
Figure 12. Normalized relaxation time as a function of the inverse of the normalized temperature 
determined by Monte Carlo simulations (N = 100)[35] for different values of the reduced mag-
netic field (µH/∆ξ) in the case of (a) the Glauber, (b) Suzuki-Kubo, and (c) Arrhenius probability 
laws. Solid lines emphasize the low temperature activated regimes. 
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Figure 13. Variation of the normalized correlation activation energy, Δτ/τ0/∆ξ, obtained at low 
temperature as a function of the reduced applied field, µH/∆ξ from numerical results for N = 10 
(full diagonalization, open symbols) and for N = 100 (Monte Carlo approach; full symbols, from 
Fig. 12) in the case of the Glauber (red), Suzuki-Kubo (blue) and Arrhenius (black) probability 
laws. Solid lines emphasize the linear field dependence obtained at high field. 

Experimentally, the effect of the applied dc field has been studied in details for 
only two different SCMs, including the [Mn2Ni] chain [62]. As theoretically ex-
pected, the relaxation time of the magnetization is maximum in zero dc field and 
the low field critical regime is well reproduced. At larger fields, the experimental 
results suggest that the field dependence of τ0 should be responsible for the limited 
variation of τ. Other perturbations, like the influence of interchain couplings, may 
also be relevant to discuss the field dependence of the relaxation time. As far as 
we know, reference 62 constitutes the only detailed study of a SCM under field in 
the literature. Obviously, more experimental work probing the influence of a dc 
field would certainly be useful to test the theoretical predictions summarized here 
and in particular to demonstrate if the SCMs follow or not a Glauber dynamics. It 
should be also mentioned that this type of study is essential to distinguish between 
systems exhibiting a 3-D magnetically ordered phase and a real SCM behavior 
(see section 4). 

2.5 
Quantum regime 

In the previous subsections, the experimental results have been analyzed using 
classical models. Indeed as SCMs are mesoscopic objects, the influence of quan-
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tum mechanics remains marginal for example in comparison with Single-
Molecule Magnet systems. Quantum effects can however be observed and dis-
cussed at very low temperatures as long as a magnetic field is applied to lower the 
energy barrier [64,65]. In the case of the [Mn2Ni] chain chosen as the archetype 
SCM in this book chapter, the field sweep rate (v = dH/dt) and temperature de-
pendence of the magnetization reversal has been studied below 2.6 K. The coer-
cive or nucleation field, Hn, increases with decreasing temperature and increasing 
v as expected for a thermally activated process above 1 K. Below this temperature, 
Hn becomes temperature independent but remains strongly sweep rate dependent. 
This behavior and the detail analysis of the Hn(v,T) data reveals that in this very 
low temperature region, the reversal of the magnetization is induced by a quantum 
nucleation of a domain wall that then propagates due to the applied field [64]. 

2.5.1 
Quantum tunneling of the magnetization 

As discussed previously, SCMs are built with spin units presenting, in general, a 
strong uniaxial anisotropy or in some cases SMM properties [66,67] like for in-
stance in the case of the [Mn2Ni] chains. These 1-D coordination polymers result 
from the self-assembly of [Mn2(Rsaltmen)2Ni(L1)2(L2)x]2+ moieties, which act in-
dividually as SMMs [68]. At low temperature, this SMM unit behaves like a giant 
S = 3 spin with a uniaxial magnetic anisotropy, D/kB, equal to 2.5 K [15,26-28,68]. 
In a SMM, the strong uniaxial anisotropy creates an energy barrier, ∆A, that can be 
overcome by temperature which in this case promotes spin reversal. This spin re-
laxation follows an Arrhenius law (Eq. 18) above a characteristic temperature, T*. 
Below T*, the classical magnetization dynamics becomes too slow and a faster 
mechanism of relaxation by quantum tunneling takes over. 
Tunneling through a barrier is the archetypical effect of quantum mechanics. It 
happens when two states separated by an energy barrier are coupled and brought 
into resonance. The system can then tunnel from one state to the other. 
A formal explanation of this mechanism is given by the Landau-Zener (LZ) theo-
ry. To illustrate this theory, a simple Hamiltonian given in Eq. 42, including 
rhombic magnetic anisotropy and Zeeman terms, should be considered (D and E 
being the longitudinal and transverse anisotropy, Hz the magnetic field along the z 
axis, and SZ, S+ and S- the Pauli operators). 

 H = −DSz2 + E S+2 + S−2( )+ gµBµ0HzSz  (42) 

In the case of E = 0, the spin eigenstates are the mS states (mS = -3,…+3 for the 
[Mn2Ni]2+ SMMs) and then quantum tunneling is impossible since by definition 
eigenstates are stationary states. In the case of E ≠ 0, S+

2 and S-
2 elements couple 

mS states that satisfies the Δm = ±2n rule (n being an integer number). In conse-
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quence, when two coupled mS states are brought into resonance (Fig. 14), the spin 
can tunnel from one state to the other. When the temperature increases and reaches 
the separation energy between two mS states with Δm = ±1, the absorption of a 
phonon can promote the spin from the ground state to an excited state where tun-
neling through the barrier can occur (Fig. 14, b pathway). This phenomenon is 
called thermally assisted tunneling. 
 

 
Figure 14. Representation of the different spin reversal mechanisms for an S = 3 SMM. The en-
ergy separating 0 from +3 states is the anisotropy barrier, ∆A. It exists three possible mecha-
nisms: (a) the system can tunnel directly through the barrier from mS = -3 to +3, (b) the spin can 
be thermally promoted to an excited state and then tunnel, for example, from mS = -2 to +2, it is 
the thermally assisted tunneling or (c) the spin gets enough thermal energy to pass over the ener-
gy barrier. 

The tunneling probability between two states is given by the Landau-Zener proba-
bility, PLZ, (Eq. 43; α is a coefficient that depends on the total spin number, ∆ is 
the tunnel splitting that depends on the anisotropy parameters and v is the magnet-
ic field sweep rate) [69]. 

 PLZ = 1− exp −α Δ2

v
⎛
⎝⎜

⎞
⎠⎟  (43) 

The LZ theory has been used to determine the different anisotropy parameters of 
SMMs [70] as well as to understand their quantum behavior such as quantum in-
terferences [71,72]. In the following, we will describe how the LZ tunneling oc-
curs and how it affects the magnetic behavior of SCM systems at very low tem-
perature. 
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2.5.2 
Nucleation of domain wall 

At low temperature, a magnetic field can be applied in order to lower the energy 
barrier of a SCM system. When the field approaches a certain value, a domain 
wall can nucleate when a spin is reversed either by thermal activation or by quan-
tum tunneling. Once triggered, the domain walls propagate due to the applied 
magnetic field, which induces a complete reversal of the SCM magnetization. Fig. 
15 presents the field dependence of the magnetization for the [Mn2Ni] chain at T = 
1.4 K and 0.04 K for different sweep rates v. The nucleation field Hn corresponds 
here to the coercive field for which the magnetization reaches zero. Down to 0.5 
K, Hn depends strongly on the temperature and the sweeping rate v that cannot be 
explained solely by the LZ theory. 
 

 
Figure 15. Field dependence of the magnetization on a single-crystal of 
[Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2 at 1.4 K and 0.04 K. The magnetic field is applied along the 
easy magnetic direction, and the hysteresis loops are recorded at different sweep rates. Adapted 
from Ref. 64. 

 
Indeed at a given magnetic field, the probability of having a nucleation induced by 
thermal fluctuations depends on how long the system stays at this field and hence 
depends on v. In order to discriminate between both regimes of nucleation (in-
duced by thermal fluctuation versus LZ tunneling), Wernsdorfer et al. proposed a 
phenomenological law that has been successfully used to explain magnetization 
reversal at low temperature in various low dimensional magnetic systems [73,74]. 
The temperature and sweep rate dependence of the nucleation field is expressed by 
Eq. 44 in which Hn

0 is the nucleation field at T = 0 K, E0 the energy barrier and b a 
constant that depends on the Arrhenius prefactor of Eq. 25 . 
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 Hn ≈ Hn
0 1− kBT

E0
ln b

v
⎛
⎝⎜

⎞
⎠⎟

⎛

⎝⎜
⎞

⎠⎟
 (44) 

Measuring the nucleation field for different sweep rates at different temperatures 
allows to plot Hn as a function of a reduced variable (T ln(b/v)/E0)1/2 in Fig. 16a. 
These experimental plots show that above 1 K all the data points collapse on a 
single master curve. The deviation from this regime at lower temperatures reveals 
LZ quantum tunneling. As introduced in the previous section, the LZ probability is 
independent of the temperature. As a result, when replacing T by an effective tem-
perature Teff that is constant below 1 K, all experimental data now collapse on the 
same master curve shown Fig.16b. This behavior is unequivocally the signature of 
quantum nucleation of domain walls [64]. 

 

 
Figure 16. Scaling plots of the nucleation field Hn for [Mn2(saltmen)2Ni(pao)2(py)2](ClO4)2 for 
different sweep rates (a) at different temperatures and (b) at different effective temperature Teff. 
The inset gives Teff as a function of T. Adapted from Ref. 64. 

This phenomenological approach highlights the key role of LZ tunneling in the 
nucleation of the domain walls at very low temperature in SCM systems [64,65]. 
However, a unified theory is still missing to fully describe the SCM dynamic at 
very low temperatures. Moreover, extended experiments in which the tunnel split-
ting Δ is tuned through the modification of the transverse anisotropy or the appli-
cation of a transverse field would certainly improve the understanding of quantum 
nucleation of domain walls in SCMs. 



32  

3 
Regular chain of antiferromagnetically coupled anisotropic 
spins 

For most of the magnetic problems, the only difference between ferromagnetic 
and antiferromagnetic cases is simply the sign of the exchange constant. Hence the 
duality of the two systems allows to directly transpose the theoretical results ob-
tained in the ferromagnetic case to the antiferromagnetic one. This very general 
rule can of course be applied to the regular chain of magnetically coupled aniso-
tropic spins transposing the results obtained for the ferromagnetic case in the pre-
vious sections to the antiferromagnetic case that will be described in the following 
paragraphs. 

3.1  
Infinite chain length regime 

3.1.1 
Static properties 

As expected, the equilibrium properties of the antiferromagnetic and ferromagnet-
ic chain models are the same and a simple change of the interaction sign is neces-
sary. As a result, the net magnetization of the ground state is zero but the magneti-
zation oscillates in space, i.e. staggered magnetization, with a wave vector q0 = π/a 
(where a is the unit cell parameter; Fig. 17a). In the low temperature limit, the 
equilibrium state consists of large oriented magnetic domains separated by nar-
rower domain walls (Fig. 17b). Therefore for decreasing temperature, the parallel 
susceptibility in zero field decreases exponentially and the response for a poly-
crystalline sample is given by Eq. 45 in the Ising limit. This relation can be gener-
alized beyond the Ising limit by Eq. 46. 

 χ = 2
3
χ⊥ +

C
3T
exp −4 J S2 kBT( )  (45) 

 χ = 2
3
χ⊥ +

C
3T
exp −Δξ kBT( )  (46) 

Nevertheless, an essential difference appears in these relations. As the parallel 
component of the susceptibility decreases exponentially, the transverse contribu-
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tion is no longer negligible (like it was in the ferromagnetic case, Eq. 4) and there-
fore this parameter should be introduced in the fitting procedure of experimental 
data on polycrystalline samples. In the antiferromagnetic case, the correlation 
length is still diverging at low temperature but the corresponding susceptibility is 
now the response to a “staggered magnetic field”, i.e. to a field which oscillates in 
space with a wave vector q0 = π/a. The staggered susceptibility, χ(q0), describes 
the response to a staggered magnetic field and is thus proportional to the correla-
tion length as shown by Eq. 47. 

 
χ q0( )T
C

=
2ξ
a  (47) 

Eq. 47 is the strict equivalent of Eq. 3 found for the static susceptibility in the fer-
romagnetic case. The expression of the correlation length is given by Eq. 48 and 
Eq. 49 in the Ising limit and in the general case respectively.  

 
ξ
a
= exp 4 J S2 kBT( )  (48) 

 
ξ
a
= exp Δξ kBT( )  (49) 

3.1.2 
Dynamic properties 

To make the parallel with the ferromagnetic case, it should be realized that the 
slow relaxation in chains of antiferromagnetically coupled spins concerns the re-
laxation of the staggered magnetization (Fig. 17a). On the other hand, the static 
magnetization relaxes even more quickly than for non-interacting spins. For the 
relaxation of this mode (q0 = π/a), the expression of the relaxation time given in 
Eq. 50 is exactly the same as the one found for an infinite chain of ferromagneti-
cally coupled spins (Eq. 19). 

  τ q0( ) = τ i
2

exp 2Δξ + ΔA( ) kBT( )  (50) 

However, as the static susceptibility probes the relaxation of the uniform magneti-
zation (q = 0), this kind of measurement is not appropriate to study the slow relax-
ation in the antiferromagnetic case. Note that experimentally the staggered mag-
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netization can be deduced from the NMR relaxation time. This method has been 
extensively used to study organic conductors and probe the occurrence of a 3-D 
antiferromagnetic order [75]. 

 

 
Figure 17. Schematic views of a chain of antiferromagnetically coupled Ising-type spins in zero-
dc field: (a) the representation of the ground state (staggered magnetization: sinusoid black line); 
at a finite temperature in the cases of (b) 2ξ  < L and (c) 2ξ  >> L (L is the distance between two 
defects, i.e. orange ellipses). 

3.2 
Finite size regime 

3.2.1 
Static properties 

As for the ferromagnetic case, the magnetic susceptibility of a finite chain can be 
exactly obtained [50,51] and the same expression of the parallel susceptibility can 



35 

be used (Eq. 21) for antiferromagnetic interactions (J < 0). A simplified expres-
sion of χT/C, Eq. 51, is obtained at low temperature when c, the number of de-
fects, is small. At this approximation, the average susceptibility for polycrystalline 
samples is given by Eq. 52. 

 
χ //T
C

=
c + 2exp −4 J S2 kBT( )

2  (51) 

 χ = C
3T

c + 2exp −4 J S2 kBT( )
2

⎛

⎝
⎜

⎞

⎠
⎟ +

2
3
χ⊥  (52) 

At low temperature, the parallel susceptibility saturates to a limit value given by 
Eq. 53. 

 
χ / /T
C

=
c
2  (53) 

Indeed, this result can be easily understood. In a polydisperse description, seg-
ments of all sizes are found (Fig 17c). For those containing an odd number of 
spins, a non-compensated magnetization equal to the magnetic moment of one 
spin unit is found, independently of the length of the segment. The percentage of 
defects associated with odd segments is in fact c/2, which gives directly the Curie 
component written above. It is worth to emphasize in this case that the monodis-
perse description would be artificial as the statistic of segment lengths becomes at 
low temperature a major contribution of the magnetic susceptibility (Eq. 51-53). 

3.2.2 
Dynamic properties 

As for the infinite chain (section 3.1.2), the expression of the relaxation time for 
the staggered magnetization in the finite size regime, Eq. 54, can be deduced from 
the ferromagnetic case (Eq. 25). 

  τ q0( ) = τ iL
2a

exp Δξ + ΔA( ) kBT( )  (54) 

Remarkably, the dynamics of the finite chain of antiferromagnetically coupled 
spins can be observed even by standard M versus time or ac measurements. Fig. 



36  

17c describes schematically the reversal of the staggered magnetization of an odd 
segment at low temperature. The net magnetization of these segments goes from 
+µ to –µ between the initial and final states. Then the total magnetization of the 
material changes with time and a mode can be detected with the ac susceptibility 
with however a weak intensity proportional to the number of defects. It is aston-
ishing to realize that the dynamics of these chains is detected only in finite size re-
gime (2ξ > L) thanks to the defects present in the system. This argument has obvi-
ously no counterpart in the infinite chain case (2ξ < L). 

 
It exists in the literature experimental data illustrating these arguments in three dif-
ferent materials containing one-dimensional coordination polymer of S = 9 
[Mn4(hmp)6]4+ SMMs [29,30]: [Mn4(hmp)6(L)2](ClO4)2; L-: N3

-, CH3COO-, 
ClCH2COO-. The amount of defects has been deduced from the modeling of the 
static magnetic susceptibility as described in the previous paragraph (3.2.1). As 
expected from the theory, the activation energy deduced for the temperature de-
pendence of the relaxation time is consistent only with finite chains and not with 
the expected intrinsic dynamics of the isolated SMM units. Finally, the polydis-
perse character of these systems has also been emphasized through the characteris-
tic asymmetric shape of the Cole-Cole plots and the non-exponential decay of the 
magnetization [29] in coherence with the theoretical prediction of reference 53 
(Fig. 18). 

 
 

 
Figure 18. Cole-Cole plot deduced from the ac susceptibility components at 2.7 K for 
[Mn4(hmp)6(N3)2](ClO4)2. The solid line gives the theoretical prediction from the polydisperse 
model [29,53]. Inset: selected M versus time data plotted as a function of t0.5 to emphasize the 
non-exponential relaxation of the magnetization. Adapted from Ref. 29. 
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4 
From SCM to 3D ordered systems 

It was previously believed that the slow relaxation of the magnetization observed 
for SMM or SCM systems no longer exists if a 3-D magnetic order is present. For 
this reason, many systems have been described in the literature as SCMs based 
solely on zero field magnetic data, as soon as a slow dynamics was evidenced for 
example by ac susceptibility measurements. However, it has been recently demon-
strated, both experimentally and theoretically, that slow relaxation of the magneti-
zation and 3-D antiferromagnetic order can coexist [31,32,33]. 
As interchain couplings are antiferromagnetic in most of the cases, the simplest 
system, that generalizes the discussion made in section 2, corresponds to ferro-
magnetically coupled anisotropic spins organized in regular chains, which antifer-
romagnetically interact. Experimentally, the simultaneous presence of a 3-D anti-
ferromagnetic order and a slow relaxation of the magnetization have been clearly 
demonstrated for the first time in [Mn2(5-MeOsaltmen)2Ni(pao)2(phen)](PF6)2 that 
is composed of the same type of [Mn2Ni] chain described in section 2. The essen-
tial difference between the different [Mn2Ni] chain based compounds resides only 
in the magnitude of the antiferromagnetic interchain couplings. When strong 
enough, these interactions induce a 3-D antiferromagnetic order without destroy-
ing the intrinsic slow dynamics of the chains. Like in the rest of this book chapter, 
the [Mn2Ni] chain system will be used as an example to illustrate the theoretical 
arguments given in this section. 

4.1 
Static properties 

Fig. 19a shows the χT product obtained on a polycristalline sample for different 
(low) values of the applied magnetic field. Above 5 K, the χT value is independent 
of the dc field and clearly thermally activated as expected for SCM (Eq. 3, Fig. 6). 
However at lower temperatures, the strong field dependence of the susceptibility 
and its noticeable decrease in zero dc field are characteristic of a 3-D antiferro-
magnetic ordered state. 
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Figure 19. Experimental data for [Mn2(5-MeOsaltmen)2Ni(pao)2(phen)2](PF6)2 (with 5-
MeOsaltmen and phen being the N,N’-(1,1,2,2-tetramethylethylene) bis(5-methoxy salicylidene-
iminate) and 1,10-phenanthroline ligands) : (a) magnetic susceptibility data on a polycrystalline 
sample at different applied fields; (b) field dependence of the single crystal susceptibility de-
duced from magnetization measurements at 2.9 K (black dots) with a field sweeping rate of 22 
Oe/s. The susceptibility deduced from relaxation data after normalization is also shown (red 
squares). Adapted from Ref. 31. 

At the same time, experiments on an oriented single-crystal (Fig. 19b) show that 
the maximum of the susceptibility (dM/dH), at a given temperature, occurs at a fi-
nite field, HC, of about 400 Oe while theoretically, it should be located at H = 0 for 
a SCM (Eq. 28 and 30). Consistent results were obtained on oriented single crys-
tals and polycrystalline samples. It is worth mentioning that the maximum of sus-
ceptibility on polycrystalline samples is, in theory, always slightly higher (by a 
factor of about 1.15) than HC accurately obtained from single-crystal measure-
ments (see supporting information of Ref. 31). 
These static magnetic properties have been analyzed in the frame of a simple 
model for which antiferromagnetic interchain interactions are introduced and 
treated within the mean field approximation. The resulting phase diagram is given 
in Fig. 20 with a comparison between experimental and theoretical results. The 
theory specifies the existence of two characteristic fields: (i) a critical field, HC, 
associated to the antiferromagnetic-paramagnetic phase transition and (ii) an in-
version field Hinv, located in the antiferromagnetic phase, which corresponds to the 
cancelation of the magnetization of one of the two sublattices. Both fields are 
temperature dependent and vanish at TN, the transition temperature at zero field 
(Fig. 20). The temperature dependence of HC can be followed experimentally from 
the maximum of dM/dH and is perfectly in agreement with the theory. 
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Figure 20. Phase diagram for [Mn2(5-MeOsaltmen)2Ni(pao)2(phen)2](PF6)2. Position of the sus-
ceptibility maximum from the M versus H data: (!) single crystal, (!) powder measurements; 
or from the temperature dependence of the powder ac susceptibility at a given dc field ("). Ex-
perimental points deduced from the dynamics measurements, (") location on the main maxi-
mum of the relaxation time and (#) location of the second maximum (inversion point). The con-
tinuous line is the theoretical predictions of the antiferromagnetic - paramagnetic phase transition 
and the dashed line gives the line of inversion points. The arrows are schematizing the orienta-
tion and magnitude of the two order parameters of the problem. Adapted from Ref. 31. 

The magnitude of the interchain coupling can be deduced from the extrapolation 
of HC at zero temperature, while TN depends both on the intrachain correlation 
length and the interchain couplings. As the intrachain correlation length can be es-
timated independently from the temperature dependence of the χT product in the 
paramagnetic phase (Fig. 6 or 19a), the consistency between the experiment and 
the theoretical analysis can be completely verified. 
To conclude, it should be mentioned that the inversion and critical fields are small 
as they essentially correspond to the situation where the external field (i.e. the 
Zeeman energy, which draws all chains in the same orientation) compensates the 
small interchain coupling (which favors the antiferromagnetic order of the chains). 
As soon as the interchain coupling is small, these magnetic fields are small and the 
system remains strongly influenced by the intrinsic single chain properties. This 
argument can also be applied to the dynamic properties as it is shown in the fol-
lowing subsection. 

4.2 
Dynamic properties 

The dynamic properties of this [Mn2Ni] compound have also been studied and an-
alyzed [31]. Strictly speaking, the relaxation of the magnetization is no longer fol-
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lowing a simple single exponential law when a magnetic field is applied. Never-
theless for a first analysis, the characteristic time has been deduced considering 
M(t) data measured on single crystals and taking the time where the normalized 
magnetization is equal to 1/e. Fig. 21 shows the field dependence of the deduced 
relaxation time at two different temperatures. 

 

 
Figure 21. Field dependence of the deduced relaxation time (normalized at zero field) for 
[Mn2(5-MeOsaltmen)2Ni(pao)2(phen)2](PF6)2: black dots (a) at T = 2.9 K, (b) at T = 3.3 K. The 
blue line shows the expected relaxation time when the magnetization m1 of the sublattice #1 is 
saturated. The continuous line gives the calculated relaxation time using a mean field approach. 
Adapted from Ref. 31. 

A maximum of the relaxation time is no longer obtained at zero field as expected 
for SCMs (Eq. 38-41). On the other hand, it reaches a maximum close to the criti-
cal field HC (Fig. 19b and 21). Nevertheless, a thermally activated behavior of the 
relaxation time is still observed with an activation energy consistent with the infi-
nite chain regime of a SCM (Eq. 19). As a consequence, it should be emphasized 
that the plot of ln(τ) versus 1/T does not really help to make the difference be-
tween a real SCM and a sample exhibiting both slow relaxation of the magnetiza-
tion and a 3-D antiferromagnetically ordered system. This remark highlights the 
key importance of the field dependence of the relaxation time to discriminate be-
tween the two magnetic states. 
The mean field theory used to describe the static properties (Fig. 20) was also ap-
plied to analyze these dynamic results. Although it may be too simple (in particu-
lar the non-exponential relaxation of the magnetization is not described in this ap-
proximation), this first theoretical approach shows that slow relaxation of the 
magnetization and 3-D antiferromagnetically order are not incompatible and can 
coexist. Moreover a good agreement between the mean-field theory and the exper-
imental results was obtained as illustrated in Fig. 21. 
To conclude this section, we should emphasize that many compounds have been 
described as SCMs based only on studies performed in zero dc field. Indeed, this 
section underlines that in these experimental conditions, it is difficult to make the 
difference between real SCM properties and a magnetic behavior that implies a 
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long range ordered magnetic ground state. This is the reason why in the literature 
many materials were described erroneously as SCMs. 

5 
Conclusions and opened questions 

In this book chapter, SCMs with simple spin architectures have been described on 
a theoretical point of views and illustrated by selected experimental data. Never-
theless, one-dimensional magnetic systems with a more complex spin and interac-
tion topologies have also been synthetized and are, indeed, the most common in 
the literature. In all these cases, the theory is much less developed as both static 
and dynamic properties are more complicated to describe. 
In any case, as soon as some Ising-type magnetic anisotropy is present, the low 
temperature properties are always strongly influenced by the presence of domain 
walls. As a consequence, the first step to understand static and dynamic properties 
is certainly to specify the structure of these domain walls. As shown in section 
2.2.1 for a regular chain of ferromagnetically coupled anisotropic spins, narrow 
profiles are always found as soon as D/J > 4/3. A recent theoretical work shows a 
more complicated scenario as soon as the chain topology becomes more complex 
[35]. To illustrate this argument, two examples shown in Fig. 22 have been select-
ed: (a) a chain composed of an alternation of isotropic s spins and anisotropic S 
spins in antiferromagnetic interactions and (b) a chain of canted anisotropic spins. 

 

 
Figure 22. Schematic representation of the structure of more complex chains: (a) a mixed ferri-
magnetic chain composed of an alternation of isotropic (black) and anisotropic (blue) spins and 
(b) a canted chain where an alternation of the easy axis orientation is found (defining the α an-
gle). In the latter case, the easy axes are visualized by red dashed lines. The spins are oriented in 
the direction of equilibrium (defining θe for in the (b) case) in absence of domain walls. 

For the chain with a ferrimagnetic spin topology, Fig. 23a gives the calculated an-
gle, θ0, of the first spin located in the right part of the domain wall, as a function 
of the anisotropy-exchange energy ratio (DS/2Js). These theoretical data can be 
readily compared with their analogues for the regular chain (Fig. 5a). The striking 
difference is that strictly narrow domain walls no longer exist.  
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Figure 23. (a) Variation of the equilibrium angle of the n = 0 spin, θ0 and (b) the corresponding 
normalized energy, E, of the domain wall as a function of the anisotropy-exchange energy ratio, 
for the mixed chain (Fig. 22a; black line) compared to the regular chain of ferromagnetically 
coupled spins (Fig. 3; red line). For a better comparison, the energy of the mixed chain is nor-
malized by 4JSs (instead of 4JS2 for the regular chain) and D/J has been multiplied by S/2s for 
the mixed chain to obtain a superposition of the two curves in the broad and Ising limits. 

For any value of DS/2Js, the width of the domain wall is larger than a simple unit 
cell. This result points out that the transition observed at D/J = 4/3 for the regular 
chain does not exist anymore for this type of “ferrimagnetic” chains (Fig. 22a). 
The same conclusions can be drawn from the variation of the domain wall energy 
(Fig. 23b), that does not show any cusp at any value of DS/2Js. 
Similar theoretical data on the domain wall are also available for a chain of canted 
anisotropic spins (Fig. 22b). In this case, two different angles should be introduced 
to characterize the profile of a domain wall, each of them having a non zero equi-
librium value. Therefore to specify the topology of the domain wall in this case, it 
is easier to use a single angular parameter, δθ0, obtained from the subtraction of 
this equilibrium value, θe, to the angle, θ0, (the angle of the first spin located in the 
right part of the domain wall). Fig. 24a reports the variation of δθ0 = θ0 – θe (Fig. 
22b) as a function of D/J. As for the previous type of chain, the transition ob-
served at D/J = 4/3 for the regular chain (Fig. 5) is also suppressed when introduc-
ing any value of the canting angle (α, Fig. 22b) and thus strictly narrow domain 
walls no longer exist. Fig. 24b gives the corresponding calculated energy of the 
domain wall that has been normalized to 4JS2cos(2α), the expected value of this 
energy in the Ising limit. These theoretical data show that the Ising limit is only 
reached for very large values of D/J as α increases. This limit is thus inappropriate 
to describe most of real systems. Moreover, a unique limit is found for small val-
ues of D/J when this ratio is normalized by cos(2α), showing that Jcos(2α) plays 
the role of an effective exchange energy in this case. 
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Figure 24. (a) Variation of the differential angle, δθ0 = θ0 – θe, and (b) the corresponding nor-
malized energy of the domain wall as a function of D/J (Inset: as a function of the D/Jcos(2α)) 
for the canted chain (Fig. 22b) compared to the regular chain (α = 0°) of ferromagnetically cou-
pled spins (Fig. 3 and 5; red line).  

These selected results highlight that novel and original results are expected from 
one-dimensional magnetic systems with more complex spin and interaction topol-
ogies. However, either theoretical or experimental data on such systems remain 
very preliminary. In particular, this book chapter shows that magnetic experiments 
should explore the temperature and field dependence of both static and dynamic 
properties for a detailed and convincing analysis. Returning to the simple “ferro-
magnetic” chain described in section 2, it should also be emphasized that the SCM 
properties in the broad domain wall limit (i.e. D/J << 4/3) is far from being com-
pletely understood. In this regime, other excitations, like spin-waves should com-
pete with domain walls at finite temperature and both static and dynamic proper-
ties are certainly more difficult to understand. On the other hand, we have shown 
that the properties of the SCMs in the narrow domain wall limit (D/J > 4/3) are 
more accessible, but even in this case, a lot of work remains to be done. For ex-
ample, experimental results at “high dc field” (section 2.4) are still missing to dis-
criminate between the different possible probability laws in contrast with the uni-
versal results obtained near the critical point (i.e. near T = 0 and H = 0). 
To conclude this book chapter, it appears important to reinforce the idea of the 
universality of the physics near this critical point. This strongly suggests that the 
relations between the different activation energies obtained at zero field: Δτ1 = 
2Δξ + ΔA and Δτ2 = Δξ + ΔA, must be valid, at least for large values of the anisotro-
py energy and at low temperature. As these relations were deduced from general 
scaling arguments, they can probably be transposed to more exotic chains. Follow-
ing the same idea, the critical regime obtained at low field is expected to be uni-
versal. On the other hand, results at higher dc fields should be more sensitive to 
the spin and interaction topologies of the chain. This part of the problem remains 
also unexplored, both theoretically and experimentally. 



44  

Last but not least, it was remarkable to discover that the SCM behavior is pre-
served for systems exhibiting a long range magnetic order, at least when the inter-
chain couplings are weaker than the intrachain interactions. This result opens the 
possibility to prepare new quasi one-dimensional compounds presenting slow re-
laxation of the magnetization at higher temperature. But at the same time, the ex-
perimentalist is now forced to perform detailed magnetic studies and analyses 
(with and without applying a magnetic field) to fully characterize a potential SCM 
and more importantly to differentiate between a true SCM systems and a 3-D 
magnetic order. In this respect, it would probably be useful to reinvestigate with 
critical eyes some published systems described as SCMs based only on a limited 
amount of experimental results. 
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