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Bertrand,3 Louis Hutin,3 Maud Vinet,3 Matias Urdampilleta,4 Tristan Meunier,4 Xavier Jehl,1

Yann-Michel Niquet,2 Marc Sanquer,1 Silvano De Franceschi,1, † and Romain Maurand1, ‡

1Univ. Grenoble Alpes, Grenoble INP, CEA, IRIG-PHELIQS, F-38000 Grenoble, France
2Univ. Grenoble Alpes, CEA, IRIG-MEM, F-38000 Grenoble, France

3CEA, LETI, Minatec Campus, F-38000 Grenoble, France
4Univ. Grenoble Alpes, CNRS, Grenoble INP, Institut Néel, F-38000 Grenoble, France
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Owing to ever increasing gate fidelities and to a potential transferability to industrial
CMOS technology, silicon spin qubits have become a compelling option in the strive for
quantum computation. In a scalable architecture, each spin qubit will have to be finely
tuned and its operating conditions accurately determined. In this prospect, spectro-
scopic tools compatible with a scalable device layout are of primary importance. Here
we report a two-tone spectroscopy technique providing access to the spin-dependent
energy-level spectrum of a hole double quantum dot defined in a split-gate silicon de-
vice. A first GHz-frequency tone drives electric-dipole spin resonance enabled by the
valence-band spin-orbit coupling. A second lower-frequency tone (≈ 500 MHz) allows
for dispersive readout via rf-gate reflectometry. We compare the measured dispersive
response to the linear response calculated in an extended Jaynes-Cummings model and
we obtain characteristic parameters such as g-factors and tunnel/spin-orbit couplings
for both even and odd occupation.

I. INTRODUCTION

Single spins localized in gate defined quantum dots
have been recognized as a promising platform for quan-
tum computation early on [1]. Among them, spin qubits
in silicon have attracted a lot of interest due to their
long coherence [2] and possibility of single [3] and two-
qubit gates [4]. The steady evolution towards increas-
ing the number of qubits has triggered the quest for a
compact control and read-out architecture. Considering
qubit control, all electrical qubit driving appears as a
clear asset in dense quantum dot array and has been
investigated with intrinsic or artificial spin-orbit interac-
tion either in silicon [2, 5, 6] or germanium [7–9]. For
readout, the commonly used spin-to-charge conversion
with subsequent charge detection through nearby charge
sensors is becoming increasingly challenging as the num-
ber of quantum dots to sense increases [10, 11]. Gate-
based dispersive readout [12, 13] is an alternative strat-
egy possibly usable for a dense array [14]. It benefits
in particular from large gate lever arms [15–17] and sin-
gle shot read-out has been demonstrated [18–20] with
fidelity up to 98 % for 6 µs integration time with on-chip
resonators [14]. Despite all the advantages of gate-based
dispersive readout, it also has its limitations. One of the
main drawbacks is the limited information about the fun-
damental energy spectrum of each qubit gate-based dis-
persive readout is able to provide compared to commonly
used charge sensing. This includes trivial quantities such
as gate lever arms and charge tunnel couplings in general
but also quantum dot level spacings and in particular for
spin-orbit qubits the g-factor and spin-orbit interaction

strength. However, dispersive readout coupled with mi-
crowave spectroscopy has been proven to be a powerful
tool to access some of these information, among them
lever arm [21] and charge tunnel coupling [21, 22].

With the rapid progress of hole spin qubits in silicon
[6, 17, 23] and germanium [7–9, 11, 24], there is a strong
need to characterize and explore these qubits. Not only
do hole spin qubits allow for a dense integration of qubits
[11] while preserving individual addressability [6, 25], but
there is plenty of physics in the interplay of orbital and
spin degree of freedom to discover.

Here we perform a two-tone magneto-spectroscopy on
a hole silicon double quantum dot (DQD) as a model sys-
tem. Due to spin-orbit interaction, spin-flip photon as-
sisted tunneling is possible under microwave irradiation
and detectable by gate-based dispersive readout. The
spectroscopy allows then the reconstruction of the entire
energy spectrum of the DQD necessary for qubit control
and readout. A qubit driven Jaynes-Cummings Hamil-
tonian resolved in the linear regime is supporting our
experimental findings.

II. METHODS

The experiment is realized in a p-type double gate
MOSFET fabricated on a 300 mm silicon-on-insulator
wafer using an industry-standard fabrication line [6, 26].
The silicon channel is nominally 10 nm thick, 80 nm
wide, and is partially overlapped by two 32 nm long
gates (see Fig. 1a inset for an electron micrograph of
a nominally identical device). The gates are defined
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by e-beam lithography and have enlarged SiN spacers
to avoid doping implantation in the channel. This
face-to-face geometry allows the accumulation of a hole
DQD in parallel (with source and drain) by applying
negative DC voltages VG1 and VG2 on the gates when
the device is operated in a dilution refrigerator at the
base temperature Tbase = 30 mK. The two dots are
formed at the corners of the channel overlapped by the
gates [26]. Fig. 1a schematically shows the device as well
as its gate connections. Gate 2 as well as the drain (not
shown) are connected to a broadband high frequency
coaxial line that allows to perform microwave two tone
spectroscopy. Gate 1 is connected to a surface mount
inductor (L = 220 nH), which forms with its parasitic
capacitance and device impedance an LC resonator
with a resonance frequency fr = ωr/(2π) = 497 MHz, a
loaded quality factor Qloaded ≈ 24 and a characteristic
impedance Zc ≈ 600 Ω (see Supplementary Information
A and B for a complete measurement setup description
and resonator characterization).

The hole DQD acts as a variable load for the LC res-
onator and the resonance frequency undergoes a disper-
sive shift depending on the DQD state. This can be read-
ily understood if one considers a (M+1, N) ↔ (M, N+1)
interdot charge transition with M (N) the charge number
in the left (right) dot. The two-state Hamiltonian of this
system writes HDQD = −ε σz/2−∆σx/2, where the Pauli
matrices act in the space of the charge configuration. σx

describes the tunneling between the dots that opens a
gap ∆ in the energy spectrum. The difference in energy
of the two states reads E =

√
ε2 + ∆2 and is a function of

the detuning ε. In the adiabatic limit, when the resonator
angular frequency ωr � E/~, the interaction between a
charge qubit and a resonator has often been treated semi-
classically with the introduction of quantum capacitances
[27–29]. However, when the frequency of the readout os-
cillator is comparable to the characteristic frequency of
the measured system (ωr ' E/~), a quantum mechanical
treatment of the interaction with an extended Jaynes-
Cummings Hamiltonian is convenient in order to take
into account the finite frequency of the readout appara-
tus. Recently, it was shown that for a charge qubit, such
a model captures the interaction also in the adiabatic
limit [30]. Here, we therefore model all the interactions
within the framework of the Jaynes-Cummings Hamilto-
nian. This quantum approach provides complementary
physical insights and proves useful in describing more
complex situations. In particular, we extend the Jaynes-
Cummings model to the driven case (with microwaves at
frequency fexc), where we also capture dispersive shifts
due to resonantly driven transitions between states in the
DQD (a complete discussion of the underlying theory can
be found in Appendix A).

The coupling between the DQD and the read-
out resonator, described by the Hamiltonian Hr =

a)

b) c)

d) e)
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Figure 1. Double quantum dot device & working
points. (a) Simplified 3D schematic of a split-gate, silicon-
on-insulator field-effect transistor. A LC resonator wired to
gate 1 is used for reflectometry readout. Static voltages VG1

and VG2 are applied to gates 1 and 2. Using bias tees, they
are combined with a ∼500 MHz reflectometry tone (fr) and
a 1-20 GHz microwave spectroscopy tone (fexc), respectively.
The inset shows a false color scanning electron micrograph
of the device (scale bar: 100 nm). (b), (d) Phase response
of the LC resonator as a function of VG1 and VG2 showing
inter-dot charge transitions ICT 2 and ICT 3 for even and
odd parity, respectively. The insets show the equivalent one-
and two-electron charge configurations just above and below
ICT 3 and ICT 2, respectively. The first (second) number
represents the equivalent hole occupation in the dot under
gate 1 (gate 2). (c), (e) Phase response as a function of VG2

and Bz at fixed VG1 (see dashed line in (b) and (d)) revealing
the ground-state evolution in magnetic field.

~ωr

(
a†a+ 1/2

)
, is expressed in the basis of the charge

configurations as Hint = ~gcσz

(
a+ a†

)
, with a the

annihilation operator of the oscillator, gc = (α1 −
α2)eVrms/(2~) the coupling strength between the charge
and the microwave photons, Vrms =

√
~ωr/(2Cr) the

zero-point voltage fluctuation of the LC oscillator, and
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Cr is the capacitance of the LC circuit (which includes
the geometric capacitance of the DQD). The coupling be-
tween gate 1 and the double quantum dot charge leads
to a phase shift between the incoming and the reflected
microwaves. In the linear regime discussed in Appendix
A, the phase shift can be expressed as

δφ =
4QloadedReχ(ωr)

ωr
, (1)

where χ(ωr) is the charge response function whose real
part represents the linear shift in the resonant angular
frequency of the LC circuit. For a pair of states near
charge degeneracy with the readout oscillator in the adi-
abatic limit, the response function is real and equals

χ = − 2~g2
c ∆2

(ε2 + ∆2)
3/2

; kBT, ~ωr, ~Γ2 � ∆, (2)

where kB is the Boltzmann constant, T is the equilib-
rium temperature of the DQD environment and Γ2 is the
decoherence rate of the DQD charge. Eq. 2 is equivalent
to the standard oscillator shift δωr = −CQωr/(2Cr), with
CQ the quantum capacitance of the DQD [13, 22, 29].

III. RESULTS

When measuring the phase response of the resonator at
its resonance frequency while sweeping the gate voltages
VG1 and VG2, we obtain the charge stability diagram of
the DQD system (see Supplementary Information C). Di-
agonal features with positive slope in this diagram mark
interdot charge transitions (ICTs). This work is focused
on three interdot transitions ICT 1 and ICT 2 on de-
vice 1 and ICT 3 on device 2, all chosen to have an es-
timated hole number below 20 in each dot. Fig. 1b and
1d show the stability diagrams around ICT 2 and ICT 3
respectively. The same figures for the case of ICT 1 are
included in the Supplementary Information C. Using the
model introduced above and fitting the phase response
as a function of detuning at each ICT we find a charge-
photon coupling gc/(2π) ' 35 MHz for all three interdot
transitions, see Appendix B 3.

Any given ICT is characterized by either an even or an
odd parity of the total occupation number in the DQD.
Without knowing this number, different parities can still
be discriminated through the magnetic field evolution of
the corresponding ICT phase response [12, 31, 32].

A. Parity of the DQD

For holes in silicon, the presence of spin-orbit interac-
tion is changing the magnetic field dependence of the ICT
as spin-flip tunneling is allowed and couples different spin
states. However, we show in the next paragraph that it is

still possible to infer the interdot charge parity from the
dispersive response in magnetic field. The phase response
of the LC resonator is measured as a function of VG2 and
magnetic field, keeping VG1 constant. Measurements are
shown in Fig. 1c and 1e.

In the even case, Fig. 1c, the dip in phase at zero de-
tuning and zero magnetic field arising from the avoided
crossing of the S(1,1) ↔ S(2,0) remains unchanged as
long as the Zeeman energy of the polarized triplet state
EZ < ∆. Once EZ becomes larger than ∆, the state
|⇓⇓〉 becomes the ground state in the (1,1) configura-
tion and a new avoided-crossing mediated by spin-orbit
interaction between |⇓⇓〉 and S(2,0) emerges, which we
characterize by an energy gap ∆SO, see Fig. 3c for an
energy diagram at finite magnetic field. With increas-
ing magnetic field, this avoided crossing moves towards
higher detuning, which explains why the dip in phase in
Fig. 1c moves towards larger VG2 as the magnetic field is
increased. Moreover, the increase in phase shift is due to
∆SO < ∆, which gives rise to a higher dispersive shift χ
at higher field following Eq. 2.

In the odd case, see Fig. 1e, the central dip in phase
does not vary much with increasing magnetic field indi-
cating that the nature of the ground state is unchanged.
However Fig. 1e shows two additional phase signals ap-
pearing on either side of the central phase dip. These
originate from higher-lying avoided crossings in the DQD
level spectrum that lead to nonzero electric susceptibil-
ity, see Fig. 4b for an energy diagram at finite magnetic
field. Their origin is the spin-orbit mediated coupling
of states with opposite spins in the two dots. With in-
creasing magnetic field, these dips in phase move away
from the central feature and fade out. The dispersion
is again linked to a change in EZ, whereas the reduced
phase signal is explained by a lower occupation probabil-
ity of the excited state by thermal activation. The slight
dispersion of the central dip arises from a difference in the
Landé g-factors of the two QDs. The dispersive detection
of higher-lying avoided crossings due to spin-orbit inter-
action is similar to the recently reported observation of
valley splittings in cavity-coupled electron quantum dots
in silicon [33].

B. Spectroscopy at zero magnetic field

Having established the parity of each ICT, we proceed
to microwave spectroscopy to explore the full DQD level
spectrum as a function of magnetic field, Bz, along the
z-axis, i.e. perpendicular to the substrate. Both even
and odd charge configurations have two anti-crossing
states, with single and doublet spin character, respec-
tively. The even configurations are characterized by the
additional presence of spin-triplet states, which can be
neglected at zero magnetic field because of their neg-
ligible dispersive shift. As a result, in both even and
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odd cases, a single charge tunnels between the two QDs
giving rise to a nonzero electric susceptibility at the
ICT, see Eq. 2. We can extend this model to capture
microwave photon induced tunnel events by adding a
fast electrical drive Aexc cos (ωexct) /2 to gate 2. The
Hamiltonian describing the full system includes now also
Hexc = Aexc cos (ωexct)σz/2, where Aexc is the amplitude
of the fast drive signal. By solving the complete Hamil-
tonian H = HDQD + Hexc + Hr + Hint, we find a linear
response function

χ (ωr) = −
[
−2~g2

c ∆2

E3

δω

ωR

+

(
gc
ε

E

ωR0

ωR

)2
1

ωR − ωr − iΓ̃2

]
D,

(3)

where δω = ωexc − E/~ is the detuning of the drive fre-
quency ωd from the DQD transition energy E, ωR =√
δω2 + ω2

R0 is the Rabi frequency due to the resonant

drive with ωR0 = Aexc∆/(2~E), Γ̃2 is the decoherence
rate of the driven system and D is the difference of the
occupation probability of the ground and excited state
in the dressed basis. The first term is the adiabatic re-
sponse already described in Eq. 2, whereas the second
term includes now the dispersive shift due to resonantly
driven charge transitions in the DQD. Let us note that
in Eq. 3 we have only retained the rotating wave approx-
imation (RWA) contribution of the resonant term which
is relevant to our regime of operations. The region of ac-
curacy of the RWA is quite extended, over a dot detuning
range at least the gap ∆, and matches the important re-
gion of the resonant signal. In other conditions where
ωr � ωR the non-RWA contribution may also be in-
cluded straightforwardly. A detailed derivation of Eq. 3
is given in Appendix A.

Figure 2a shows the phase response of the even-parity
ICT 2 as a function of VG2 and fexc = ωexc/(2π) for fixed
VG1. Qualitatively similar results can be found for odd
parity cases, such as ICT 3 (not shown). To analyze the
data in Fig. 2a we refer to the corresponding energy dia-
gram at zero magnetic field, shown in Fig. 2d. Resonant
microwave induced transitions are highlighted by double
arrows at positive and negative detuning.

The vertical ridge at VG2 ' −669.1 mV corresponds to
the dispersive shift arising from the charge qubit associ-
ated to the S(1,1)-S(2,0) anticrossing as described by the
first term in Eq. 3. The phase dip along this line van-
ishes when the microwave excitation energy matches the
energy gap ∆ due to tunnel coupling, i.e. when δω → 0
[21, 22, 32]. From this we find ∆/h = 5.72± 0.04 GHz
(see Appendix B 1)

Two side branches can be seen in the the same fig-
ure. They consist of dip-peak features due to microwave-
assisted excitation away from the charge degeneracy
point at ε = 0. They occur when the microwave tone is
in resonance with the charge qubit energy E, once again

a) b)

c) d) S(2,0)

S(1,1)T(1,1)

Δ

Δ/h

Figure 2. Photon assisted spectroscopy at zero mag-
netic field. (a) Phase response of the resonator as a function
of gate voltage, VG2, and microwave frequency, fexc, at zero
magnetic field. The output power of the microwave gener-
ator is adjusted for each fexc in order to deliver a constant
power at the device (see Supplementary Information D). In
addition to the central interdot transition signal vanishing
at 5.72± 0.04 GHz, two side branches mark photon-assisted
charge transitions between the quantum dots. (b) Theoreti-
cal simulation of the driven DQD phase response. The central
dip at ε = 0 vanishes when the excitation energy matches ∆.
(c) Multi-photon processes arising at higher driving power.
Additional side branches appear at one half and one third of
the side-branch frequency in (a) indicating two-photon and
three-photon process, respectively. (d) Energy diagram of a
DQD near the “(1,1)” ↔ “(2,0)” transition at zero magnetic
field. The double arrows mark the processes giving rise to the
branches observed in (a).

when δω → 0. and they are accounted for by the second
term in Eq. 3.

At large detuning (ε � ∆), the side branch turn into
straight lines whose slope can be used to extract the lever-
arm parameter α2 = 0.160± 0.001 relating detuning en-
ergy to gate 2 voltage, see Appendix B 2. From the slope
of the ICT 2 line in Fig. 1b, we can further infer the
lever-arm parameter for gate 1, α1 = 0.50± 0.02.

The data in Fig. 2a shows a clear asymmetry between
the two branches, with the branch at positive detuning
being more pronounced. This asymmetry may be as-
cribed to the presence of the triplet states, which affects
the population of the anti-crossing singlet states. At neg-
ative detuning, the S(1,1) ground state is partially depop-
ulated due the thermal population of the closely lying
triplet excited states. This should lead to fainter side
branch since the triplets do not contribute any measur-
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able dispersive phase shift and cannot be photon-excited
to the S(2,0) state due to time-reversal symmetry at zero
magnetic field.

Using the model introduced above, we can qualita-
tively reproduce the experimental results, as shown in
Fig. 2b, where the transition energy, E, is highlighted by
a white dashed line. The exact shape of the dip-/peak
phase branches that emerge when the charge qubit is
driven resonantly at non-zero detuning is a sensitive func-
tion of dephasing and relaxation whose complete mod-
elling goes beyond the scope of this work.

When the system is strongly driven , multi-photon
processes can occur (nhfexc = E, where n is an inte-
ger). Fig. 2c shows the phase response at large microwave
power. In addition to the dispersive shift of the driven
charge qubit originating from a one photon process, new
branches appear at half and one-third the frequencies
of the original branches demonstrating two- and three-
photon processes, respectively. The theoretical descrip-
tion of the multi-photon case can be found in Appendix
A 7.

To sum up, microwave spectroscopy at zero magnetic
field is a powerful tool to extract the interdot charge tun-
nel coupling as well as the lever-arm parameters for both
gates allowing the reconstruction of the DQD spectrum
at zero magnetic field.

C. Spectroscopy of two holes in a DQD at finite
magnetic field

We now proceed with microwave spectroscopy at fi-
nite magnetic field to explore the spin-split energy lev-
els and the spin-orbit coupling in the DQDs. First, we
present results for ICT 2. At an external magnetic field
Bz = 600 mT, the triplet states split leading to a DQD
energy spectrum as illustrated in Fig. 3c, where the |⇓⇓〉
is the ground state at ε = 0. Due to a difference in g-
factors between the two quantum dots, the T0(1,1) state
mixes with the singlet S(2,0) state around ε = 0 and
a new basis for the (1,1) states consisting of four non-
degenerate states |⇓⇓〉, |⇑⇓〉, |⇓⇑〉 and |⇑⇑〉 needs to be
adopted. At positive detuning, |⇓⇓〉 and S(2,0) couple
due to the intrinsic spin-orbit coupling in the valence
band of silicon. At finite magnetic field, This gives rise
to an avoided crossing ∆SO with characteristic energy
∆SO at a magnetic-field-dependent detuning ε = εSO.

Around εSO, the hole DQD could be operated as a
“spin-flip” charge qubit. In Fig. 3a, we show a two-tone
spectroscopy around ε = εSO. The dispersive interaction
of the qubit with the resonator gives rise to the vertical
dip structure at VG2 ' −803.9 mV. As for the case of a
spin-less charge qubit (Fig. 2), we observe a local suppres-
sion of this dip structure from which we extract a spin-
orbit-mediated avoided crossing ∆SO/h = 4.6± 0.1 GHz
(see Appendix B 1).

a) b)

S(2,0)

|↑,↓〉

|↑,↑〉

|↓,↑〉

|↓,↓〉

ΔSO

εSO

♦
♣

♠

c)

ΔSO/h

♦

♣

♠

Figure 3. Photon assisted spectroscopy at finite mag-
netic field for an even-parity inter-dot charge tran-
sition. (a) Phase response of the LC resonator around
the spin-orbit anticrossing of |⇓⇓〉 with S(2,0) as a function
of VG2 and fexc at Bz = 600 mT. The dashed horizontal
lines delimit regions in which the spectroscopy tone power
is held constant at room temperature. The dash-dotted ver-
tical line marks position of the ICT at zero magnetic field,
corresponding to ε = 0. The strong vertical structure is
associated with the spin-orbit anticrossing at ε = εSO. It
vanishes at fexc = ∆SO/h =4.6± 0.1 GHz. The three side
branches around the central signal correspond to photon in-
duced charge transitions between the quantum dots, as indi-
cated in (c). (b) Corresponding simulated phase response of
the driven DQD. (c) Energy diagram of DQD of around a
“(1,1)” ↔ “(2,0)” transition at finite magnetic field and with
g1 6= g2. The photon-induced charge transitions responsible
for the side branches in (a) and (b) are indicated by arrows
and corresponding symbols.

Away from εSO, the dispersive shift due to the driven
“spin-flip” charge qubit arises when the microwave pho-
ton energy matches the energy splitting between S(2,0)
and |⇓⇓〉. Close to VG2 = −804.2 mV, i.e. close to
zero detuning, the left branch bends towards a horizon-
tal asymptote around 16 GHz. This arises from the hy-
bridization of the exited state S(2,0) with the |⇓⇑〉 state,
as shown in Fig. 3c. In this regime, the “spin-flip” charge
qubit evolves to a single-dot “spin-orbit” qubit for which
the electric dipole is largely reduced and cannot be sensed
by the LC resonator. From the frequency of the horizon-
tal asymptote we extract the g-factor of the second dot,
g2 = 1.92± 0.02. At VG2 = −804.2 mV and for frequen-
cies close to 20 GHz an additional phase signal is visible
in Fig. 3a. This signal can be associated to the transition
between |⇓⇓〉 and the hybridized S(2,0) and |⇑⇓〉 states.
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In principle, this branch could allow for the extraction of
the g-factor of the first dot. However, due the upper limit
of 20 GHz in our microwave generator, we were not able
to fully capture this feature and we only infer g1 > 2.38.

Similarly to the zero magnetic field case, the dispersive
shift of the resonator can be modeled by also taking into
account the spin degree of freedom as well as the spin
orbit interaction. Apart from spin-flip tunnel events,
the physics remains the same. We again find a qual-
itative agreement with the measurements, see Fig. 3b.
The white dashed lines highlight the transition energies
as indicated with different arrows in Fig. 3c. We again
note that the exact shape of the side wings depend on
the details of the decoherence of the driven system and
therefore exact modeling goes beyond the scope of this
work.

D. Spectroscopy of a single hole in a DQD at finite
magnetic field

We now present in Fig. 4 microwave spectroscopy mea-
surements for ICT 3, the odd-parity ICT. At finite mag-
netic field the basis states |L〉 and |R〉 of an odd parity
ICT are spin split into |L ⇓〉, |L ⇑〉, |R ⇓〉 and |R ⇑〉, re-
sulting in the energy diagram of Fig. 4b. Around zero de-
tuning, pure charge tunnel coupling gives rise to avoided
crossings between states with the same spin, i.e. between
|L ⇓〉 and |R ⇓〉 and between |L ⇑〉 and |R ⇑〉. The strong
central feature in Fig. 4a is due to the dispersive shift as-
sociated with the lowest energy one, involving spin-down
states.

Similar to the even-parity case, two side branches arise
when hfexc matches the energy difference between ground
and excited states, corresponding to transitions from
|L ⇓〉 to |R ⇓〉 and vice-versa. They exhibit clear avoided
crossings around 12 GHz. The one on the left (right)
is due to a spin-orbit-mediated tunnel coupling between
|L ⇑〉 and |R ⇓〉 (|L ⇓〉 and |R ⇑〉). We would like to point
out that the observed branches, highlighted by white
dashed lines, are in fact due to two-photon excitations.
As a consequence, transition frequencies in Fig. 4a are a
factor of two smaller than the actual transition energies.
From the amplitude of the measured avoided crossings
we find a spin-orbit gap ∆SO/h = 2.4 GHz. In addition,
the side branch on the left (right) approaches asymptot-
ically a constant frequency set by the Zeeman energy in
the left (right) quantum dot. This allows us to determine
the two g-factors of the DQD, which happen to be differ
slightly from each other, i.e. gL = 1.27 and gR = 1.33.

IV. CONCLUSIONS

In conclusion, we have performed microwave magneto-
spectroscopy in combination with gate-based dispersive

a) b)

|L↓
〉

|L↑
〉 |R↑〉

|R↓〉

ΔSO ΔSO

Figure 4. Photon assisted spectroscopy at finite mag-
netic field for an odd-parity inter-dot charge tran-
sition. (a) Phase response of the LC resonator around zero
detuning as a function of VG2 and fexc at Bz = 1.3 T. The dis-
persive response due to the charge qubit is visible as the ver-
tical feature at VG2 ≈ −737.3 mV. At resonance, 2hfexc = Ω,
the resonator undergoes as well a phase shift (white dashed
line). Around 12 GHz spin-orbit anticrossings between states
with opposite spin localized in different dots are detectable in
the driven response. (b) Energy diagram of a single hole in
a DQD (“(0,1)” ↔ “(1,0)” transition) at finite magnetic field
with g1 ' g2. At zero detuning, the down spin states of the
left and right dot undergo an anticrossing due to tunneling t.
A small anticrossing due to the spin-orbit interaction appears
between the down spin states of one dot and the up spin states
of the other dot. Microwave induced transitions that give rise
to the two branches are highlighted with arrows.

readout of silicon hole DQDs. By modelling the DQD
coupled to the LC resonator and microwave spectroscopic
tone by a driven Jaynes-Cummings Hamiltonian, we de-
rive the linear response function of the system, which
qualitatively explains our experimental data. Due to
the spin-orbit interaction present in the valence band of
silicon, all spin-orbit states have been revealed by two-
tone spectroscopy enabling a precise reconstruction of the
DQD energy diagram in both even- and odd-parity inter-
dot transitions. Consequently, we were able to extract all
of necessary physical parameters of a DQD have been ex-
tracted, i.e. gate lever arms, tunnel couplings, g-factors
and spin-orbit strength. Combined the demonstrated
two-tone spectroscopy with frequency multiplexed gate
dispersive readout could enable parameter characteriza-
tion in dense arrays of spin-orbit qubits without the need
for local charge detectors and reservoirs whose integra-
tion is technically challenging. Moreover, the use of su-
perconducting LC resonators with higher resonance fre-
quency, Q-factor and impedance, either off-chip [34] or
on-chip [14], would result in larger dispersive shifts and
hence improved signal-to-noise ratios.
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available from the corresponding author upon reasonable
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APPENDICES

Appendix A: Theory

1. Model of the driven double quantum dot

The double quantum dot system is resonantly driven
by a fast electrical circuit with angular frequency ωexc

and probed by an LC circuit that is comparatively slow.
The dynamics of the double quantum dot is described by
the Hamiltonian:

H = ~ωr(a
†a+

1

2
)

+
∑
i=1,2

[
~gcini(a+ a†) + εi(t)ni +

Ui
2
ni(ni − 1)

]
+ Umn1n2 −

∑
〈ij〉σσ′

tiσjσ′c
†
iσcjσ′

+
∑
i=1,2

µB
2

(giBi) · σi +Hκ +HΓ. (A1)

Here ωr = 1/
√
LrCr is the natural frequency of the

probe LC circuit, a is the microwave photon operator,
~gci = eVrmsαi is the parameter of coupling between
the dot charge and the quantum of the resonant cir-
cuit, with αi the lever arm parameter between gate 1
and dot i, Vrms =

√
~ωr/(2Cr) the zero-point voltage of

the LC circuit [12], and e > 0 the elementary charge.
ni = ni↓ + ni↑ is the occupation number of dot i, Ui
and Um are the intra- and inter-dot electrostatic ener-
gies, εi(t) = eαiVG1 + eβi(VG2 + Vexc(t)) is the time-
dependent energy potential on dot i, with VG1, VG2 and
Vexc(t) = Vexc cos(ωexct) the static and time-dependent
voltages applied to gates 1 and 2 and βi the lever-arm
parameter between gate 2 and dot i. tiσjσ′ are the spin-
dependent charge tunneling matrix elements and ciσ are
fermion operators for dot i and pseudo-spin projection
σ. µB is the Bohr magneton, gi and Bi are corre-
spondingly the g-tensor and the magnetic field on dot
i. σi is the vector whose components are the operators∑
σσ′ c

†
iσσασσ′ciσ′ , with σα (α = x, y, and z) the Pauli

matrices. The termsHκ andHΓ represent the coupling to
the environment of the LC circuit and the double quan-
tum dot. We focus on the Pauli spin blockade configu-
ration where the relevant charge states are of the type
(1, 1) and (2, 0).

2. Two-state model

Let us first analyze a two-state model that describes
the dynamics of the double quantum dot in the vicinity
of a single avoided crossing due to tunneling of a charge.
We generalize to the multi-level double quantum dot in
Section A 6. Tunneling couples the states with dot oc-
cupations (M,N) and (M + 1, N − 1) that are detuned
by the electrostatic energy ε = (β1 − β2)eVG2. Under
driving, the time-dependent component of this detuning
is Aexc cos(ωexct), with Aexc = (β1 − β2)eVexc. Thus the
two-state Hamiltonian writes

H = −ε
2
σz −

∆

2
σx −

Aexc

2
cos(ωexct)σz

+ ~ωr(a
†a+

1

2
) + ~gcσz(a+ a†) +Hκ +HΓ.(A2)

Here we use the Pauli matrix representation in the space
of the charge configurations so that σz ≡ n1 − n2, σx

describes tunneling (which opens an energy gap ∆), and
the coupling parameter between the DQD charge and the
microwave photon is

~gc =
1

2
(α1 − α2)eVrms. (A3)

The Hamiltonian (A2) is formally equivalent to the the-
ory of Ref. 35. Our purpose is to adapt the model to the
dispersive readout in our specific regime (Sec. A 5) and
to apply it to the spectroscopy of the multi-level system
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(Sec. A 6). In the rotating frame of the driven system
Eq. A2 can be transformed [35] to:

H̃ =
~ωR

2
σz + ~ωr(a

†a+
1

2
) + ~χ̃σz(a†a+

1

2
)

+ ~g̃(σ+a+ σ−a
†) +Hκ + H̃Γ. (A4)

Here the effective coupling parameter writes

g̃ = gc cos θ
ωR0

ωR
, (A5)

and the off-resonance frequency shift is

χ̃ = −2~g2
c sin2 θ

E

δω

ωR
, ~ωr � E. (A6)

The above equations include the mixing factors cos θ =
ε/E and sin θ = ∆/E, where E =

√
ε2 + ∆2 is the en-

ergy spacing of the levels near the avoided crossing. Fur-
thermore ωR =

√
δω2 + ω2

R0 is the full Rabi angular fre-
quency, with δω = ωexc − E/~, ωR0 = Aexc∆/(2~E),
and H̃Γ represents the coupling of the system to the en-
vironment in the rotating frame. We note that the off-
resonance shift χ̃ is taken in the adiabatic limit, which
requires going beyond the rotating wave approximation
[30, 35–37]. In our regime of parameters the interaction
between the resonantly driven system and the probe cir-
cuit is well described by the rotating wave approximation
(which is formally justified when ωR − ωr � ωR + ωr).
The dot detuning range where this approximation is ac-
curate is δε ≈ Aexc∆/(4~ωr) > ∆.

3. Coupling to the environment

As a model of dissipation we consider the coupling be-
tween the active charge in the double quantum dot and
bosonic modes that can be phonons or other modes of the
environment with regular noise spectra that couple to the
charge. In the charge basis the coupling between the sys-
tem and its environment is described by the Hamiltonian

HΓ =
∑
α

~ωαb†αbα +Aσz, (A7)

with A =
∑
α λα(bα+b†α), α being the index of the mode

of the environment. Then the standard free evolution
relaxation rates are

Γ↓ =
sin2 θ

~2
SAA(E/~), (A8a)

Γ↑ =
sin2 θ

~2
SAA(−E/~), (A8b)

Γϕ =
2 cos2 θ

~2
SAA(0), (A8c)

with SAA(ω) the noise correlation function [38].

4. Master equations

We describe the dynamics of the probed system semi-
classically with the Bloch master equations:

〈σ̇−〉 = −iωR〈σ−〉 − 2iχ̃〈σ−(a†a+ 1/2)〉
+ ig̃〈σza〉 − Γ̃2〈σ−〉, (A9a)

〈σ̇z〉 = −2ig̃(〈aσ+〉 − 〈a†σ−〉)− Γ̃1〈σz〉+ Γ̃↑ − Γ̃↓.
(A9b)

The photon number dependent term in Eq. A9a is neg-
ligible in the linear regime and is already included in
Eq. A4 as an oscillator shift. Also Γ̃2 = Γ̃1/2 + Γ̃ϕ is
the total dephasing rate of the dressed two-level system
that includes the relaxation rate Γ̃1 = Γ̃↓ + Γ̃↑ and the

pure dephasing rate Γ̃ϕ. The rate of decoherence of the
driven system differs from the rate of decoherence in the
absence of driving and it is found [39] to be

Γ̃2 =
3− cos2 η

4
Γ1 + cos2 ηΓϕ +

1

2
sin2 ηΓν , (A10)

where cos η = δω/ωR and sin η = ωR0/ωR, Γ1 = Γ↓ + Γ↑
is the energy relaxation rate and Γν is proportional to
the spectral function of the noise at the Rabi frequency
[39]. Within the environment model taken here the rate
Γν evaluates to

Γν =
2 cos2 θ

~2
SAA(ωR). (A11)

For a relatively weak coupling gc the first term on the
right-hand side of Eq. A9b can be neglected and the slow
probe resonator does not significantly change the average
population of the states. We note D = −〈σz〉 = P̃−− P̃+

the difference of the stationary occupation probabilities
of the ground and excited states which becomes

D =
Γ̃↓ − Γ̃↑

Γ̃1

; 4g2
cnph � Γ̃1Γ̃2, (A12)

where nph is the average number of photons in the LC
circuit. In this regime, with the relaxation rates defined
in [39], we find

D =
− cos η(Γ↓ − Γ↑)

(1 + cos2 η)Γ1/2 + sin2 ηΓν
. (A13)

This manifests population inversion in the dressed basis
for cos η > 0 (δω > 0) [35].

5. Circuit phase response

We use input-output theory [31, 37, 38, 40] in order
to calculate the phase shift of the signal due to its in-
teraction with the DQD. In the input-output approach
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the dynamics of the circuit mode is given by the quan-
tum Langevin equation [40]. With Hamiltonian (A4) the
equation reads in the rotating frame of the incoming mi-
crowave photon of angular frequency ωp (which is close
to the natural angular frequency of the resonant circuit
ωr):

ȧ = −i(ωr − ωp)a− iχ̃σza− ig̃σ− −
κ

2
a−
√
κbin, (A14)

where κ is the rate of escape of the photons and bin is
the incoming microwave photon field.

By solving Eq. A9a at the frequency ωp together with
Eq. A13, and using the input-output relations, we obtain
the coefficient of reflection between the incoming and the
outgoing microwave signals:

r(ωp) = 1 +
iκ

ωr − ωp − iκ2 + χ(ωp)
, (A15)

where χ(ωp) is the charge response function obtained at
second order in the oscillator-DQD coupling:

χ(ωp) = −
(
χ̃+

g̃2

ωR − ωp − iΓ̃2

)
D. (A16)

The real part of Eq. A16 yields the linear shift of
the resonator frequency. When ωp = ωr and at linear
order in the response function we get the phase shift
δφ = 4 Reχ(ωr)/κ = 4QReχ(ωr)/ωr, with Q = ωr/κ
the quality factor of the LC resonator.

6. Double quantum dot spectroscopy

The above model naturally generalizes to multi-level
systems, and we apply it to the spectroscopy of the dou-
ble quantum dot. We diagonalize the part of the Hamil-
tonian (A1) that does not include the drives and thus we
obtain the energy levels and the corresponding states of
the double quantum dot exactly. The mixing angles are:

sin θ = 〈γ|(n1 − n2)|ε〉 = 2〈γ|n1|ε〉 = −2〈γ|n2|ε〉,
(A17a)

cos θ = 〈γ|n1|γ〉 − 〈ε|n1|ε〉 = −〈γ|n2|γ〉+ 〈ε|n2|ε〉,
(A17b)

where |γ〉 is the ground state of the DQD with energy Eγ
and |ε〉 an excited state of energy Eε. To calculate the
response of the multilevel system we sum Eq. A16 over
all excited states.

7. Multi-photon processes

The above analysis generalizes to multi-photon reso-
nant processes. For the n-photon transition between the

levels γ and ε we substitute [41]

δω → δω(n) = nωexc − (Eε − Eγ)/~, (A18)

ωR0 → ω
(n)
R0 = nωexc| tan θ|Jn

(Aexc| cos θ|
~ωexc

)
, (A19)

ωR → ω
(n)
R =

√
(δω(n))2 + (ω

(n)
R0 )2, (A20)

where Jn is the nth Bessel function of the first kind. For
small argument it approximates as Jn(z) ≈ (z/2)n/n!
(z � 1).

The total response is obtained by summing over all
resonant photon processes n = 1, 2, . . . . In Fig. A.1 we
show the calculated response up to n = 2.

80 0 80
 ( eV)

1

5

10

15

20
f e

xc
 (G

Hz
)

100 80 60 40 20 0 20
 (a.u.)

Figure A.1. Phase response of the driven double quan-
tum dot as given by Eqs. (A15) and (A16) for the
one and two photon processes at zero magnetic field.
The parameters are Q = 24, ~ωr = 2 µeV, ~gc = 0.15 µeV.
The double quantum dot is modeled by the charge tunnel-
ing t = 11.8 µeV, tunneling with spin flip tso = 8.3 µeV, and
g-factors g1 = 4, g2 = 1.91. Detuning energy ε is counted
from the point of charge degeneracy at zero magnetic field.
The amplitude of the resonant drive is Aexc = 15 µeV. The
phonon equilibrium temperature is significantly smaller than
all the energy separations between the levels, which corre-
sponds to the limit Γ↑ � Γ↓. With our environment model
we set for simplicity SAA(E)/~ = 0.5 µeV and SAA(0)/~ =
SAA(ωR)/~ = 0.5 µeV. To account for quasistatic noise due
to the electrical environment we furthermore convolute the
computed signal with a Gaussian function of width σ = 5 µeV.
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Appendix B: Extractions

1. Tunnel coupling & spin-orbit interaction

In order to get a more precise and correct extraction
of the tunnel coupling and the spin-orbit interaction, we
need to take into account the charge noise fluctuations
impact into our fitting model.

The transition frequency (f) of a charge qubit as a
function of detuning (ε) is:

f =

√
ε2 + ∆2

h
, (B1)

where h is the Planck constant and t is the tunnel cou-
pling giving rise to an anticrossing gap ∆.

Low frequency charge noise will lead to fluctuations of
the qubit transition frequency. Assuming that the noise
on the detunig axis is Gaussian, its probability density
function can be written as:

ρε(ε) =
1

σε
√

2π
· e−

1
2 ( ε
σε

)2

, (B2)

where σε is the standard deviation of the distribution
of detuning noise. To transform the probability density
function of the detuning noise into the probability density
function for the transition frequency, we use the following
relation:

ρy(y) = ρx(x(y)) · dx(y)

dy
, (B3)

where ρy(y) is the probability density function of y
and y(x) is a function of x, whose probability density
function is given by ρx(x).

Therefore, we find the following probability density
function for the transition frequency:

ρf (f) =


0 , f ≤ ∆/h

2h2f

σε
√

2π
· e
− 1

2
(
(hf)2−∆2

σ2
ε

)

√
(hf)2−∆2

, f > ∆/h
(B4)

The factor of 2 in ρf (f) comes from the fact that there
are two solutions to Eq. B1 for ε(f).

The linewidth of the qubit transition is given by the
lifetime of the excited state (assuming that the ground
state cannot decay and has infinite lifetime). From
Heisenberg uncertainty principle, we know that ∆E∆t ≥
~ [42]. This directly translates into a spectral width
∆f = 1/(2πT1), where T1 is the lifetime of the ex-
cited state. Then, the full linewidth is described by a
Lorentzian centered around frequency f0:

L(f) = A ·
(Γ

2 )2

(f − f0)2 + (Γ
2 )2

, (B5)

where A is the amplitude of the spectral ray at f = f0

and Γ = 1
T1

is the full width at half maximum and the
lifetime of the excited state.

The final lineshape of the phase response as a func-
tion of drive frequency at an anticrossing is given by
the convolution of the intrinsic lineshape of the qubit
(Lorentztian characterized by T1) and the probability
density function of the transition frequencies [21]:

ϕ(f) =

∫ +∞

−∞
L(ν) · ρf (f − ν) · dν + ϕ0, (B6)

where ϕ0 is a phase offset.

We compute Eq. B6 numerically and pass it as the
fitting model in order to extract the tunnel coupling at
the anticrossing.

The fittings that allowed the extraction of ∆ (in the
case of ICT 2) and ∆SO (in the case of ICT 1) are pre-
sented in Fig. A.2 and Fig. A.3, respectively. The dashed
line cuts along the anticrossing detuning were taken from
spectroscopy maps measured at the lowest constant room
temperature power.
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050  (mrad)

Figure A.2. Tunnel coupling extraction for ICT 2.
Phase response of the LC resonator as a function of VG2 and
fexc is shown on the left and a line-cut (black dashed line)
is shown on the right. The line-cut is fitted with Eq. B6 to
extract the framed parameters.

2. Alpha factor

By following the center of the dip-peak structure of the
wings, we get the energy gap value between the ground
state and the excited state for each detuning value.

Fig. A.4 illustrates the extraction of the α-factor.
Starting from the calibrated spectroscopy map at zero
magnetic field, we mark both the position of the central
dip and the center of wing dip-peak. We align afterwards
the positions corresponding to zero detuning around their
mean value V0. We can then fit alpha to the obtained
wing positions with:

hfexc =
√
α2(VG2 − V0)2 + ∆2, (B7)
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Figure A.3. Spin orbit interaction extraction for ICT 1.
Phase response of the LC resonator as a function of VG2 and
fexc is shown on the left and a line-cut (black dashed line)
is shown on the right. The line-cut is fitted with Eq. B6 to
extract the framed parameters.

where ∆ is the anticrossing gap extracted as in section
B 1 and input in the model as a fixed parameter.

669.6 668.6VG2 (mV)

10

16

f e
xc

 (G
Hz

)

669.4 668.8VG2 (mV)

6

16

f e
xc

 (G
Hz

)

= 0.160 ± 0.001
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Figure A.4. Alpha factor extraction for ICT 2. Phase
response of the LC resonator as a function of VG2 and fexc
(with power calibration) is shown on the left. The scatter plot
on the right retraces the positions of the central line as ell as
the right dip-peak structure from the left graph. The orange
curve is a fit using Eq. B7 which yields the framed results.

3. Charge photon coupling

The charge photon coupling is extracted using Eq. 1
and Eq. 2 as a model. Each experimental dip in Fig. A.5
and A.6 is a 40 time average of the same measurement at
zero magnetic field with no spectroscopy drive. We then
fit these data while introducing the already extracted en-
tities (α, t, Q . . . ) as fixed parameters.
The decoherence rate Γ is neglected here since we assume
that it is small compared to the tunnelling.

4. g-factors

Due to g-factor difference between the two quantum
dots, the Zeeman splitting induced by the applied mag-
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20
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= 0.301 (fixed)
/h = 12.96 GHz (fixed)

Figure A.5. Charge photon coupling extraction for
ICT 1. The experimental data (blue) is fitted (orange) with
Eq. 1 and Eq. 2 to extract the relevant parameters.
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/h = 5.72 GHz (fixed)

Figure A.6. Charge photon coupling extraction for
ICT 2. The experimental data (blue) is fitted (orange) with
Eq. 1 and Eq. 2 to extract the relevant parameters.

netic field is not the same for both spins.
The energies Ef1 and Ef2 illustrated in Fig. A.7 repre-

sent the energies necessary to flip respectively the spin of
QD 1 and the spin of QD 2. These energies give access to
the g-factors knowing the applied magnetic field B since:

Ef1 = g1µBB (B8)

Ef2 = g2µBB (B9)

Ef1 and Ef2 are marked on a theoretical spectroscopy
map on the top panel of Fig. A.7.
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