PHYSICAL REVIEW LETTERS

Tunable Superconducting Phase Transition in Metal-Decorated Graphene Sheets
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We have produced graphene sheets decorated with a nonpercolating network of nanoscale tin clusters.
These metal clusters both efficiently dope the graphene substrate and induce long-range superconducting
correlations. We find that despite structural inhomogeneity on mesoscopic length scales (10—100 nm), this
material behaves electronically as a homogenous dirty superconductor with a field-effect tuned
Berezinskii-Kosterlitz-Thouless transition. Our facile self-assembly method establishes graphene as an
ideal tunable substrate for studying induced two-dimensional electronic systems at fixed disorder and our
technique can readily be extended to other order parameters such as magnetism.
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Superconducting transition in two dimensions is of in-
terest for both the fundamental understanding of electronic
order in reduced dimensions and applications involving
superconducting thin films. An open question is how the
transition behaves as the density of carriers mediating the
superconductivity is varied. In particular, the strength of
disorder appears to play a fundamental role separating
qualitatively different types of behavior [1]. In two dimen-
sions, the electric field effect provides the most versatile
method for tuning the carrier density of a system at fixed
disorder. However, the field effect places more stringent
limits on the dimensionality of the system since the film
must be thinner than the Debye length governing the
screening of the electric field by charge carriers. In typical
metals, this length is much smaller than the penetration
depth that places the limit on two-dimensional supercon-
ductivity. Despite this limitation, the field effect has been
used to tune the superconducting transition in specific
materials such as thin films with anomalously low carrier
density [2] and interfacial states between complex oxides
[3]. An alternative approach is to couple superconducting
correlations directly into a truly two-dimensional elec-
tronic system, graphene.

The bipolar two-dimensional electron gas (2DEG)
present in graphene [4] is markedly different from the
buried 2DEGs found at oxide interfaces or in GaAs heter-
ostructures in that it is ““open” to the environment with a
stable and inert surface. Using standard 2DEGs, it is only
feasible to capacitively couple the electron gas to materials
deposited on their surface [5,6], whereas graphene is ex-
pected to allow direct coupling and thus offer access to
different regions of phase space [7]. We sought to deter-
mine whether bulk materials deposited directly onto the
graphene surface, such as metal clusters, can act as dopants
and efficiently couple through the electron gas, whose
carrier density and type can be tuned by an applied gate
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voltage. The low carrier density in graphene, relative to
bulk values, and weak intrinsic interactions such as spin-
orbit coupling, should limit backaction of the electron gas
on dopant properties. Thus, exposed graphene sheets could
provide a near-ideal substrate for the manipulation and
general study of proximity-induced electronic phases.

Graphene has been shown to effectively -carry
proximity-induced Josephson currents injected from con-
tacting electrodes [8,9]. However, a finite coherence length
limits the length of such junctions to approximately 1 pm,
reducing the physics to one dimension, with junction
length governing the relevant physics. To maintain coher-
ence over longer distances in two dimensions while retain-
ing the unique properties of the graphene sheet, we employ
a geometry [Fig. 1(a)] where a large array of nanoscale
dopant islands is placed in a nonpercolating network on top
of the graphene sheet [10].

We avoid complicated lithographic patterning and ex-
ploit the poor wettability of graphite to simply and reliably
produce an array of submicron islands. Low melting point
metals such as the elemental superconductor Sn readily
form self-assembled islands when deposited on pristine
graphene at room temperature [Fig. 1(b)], similar to pre-
vious results on graphite [11]. Analysis of scanning elec-
tron micrographs and atomic force micrographs indicates
that 10 nm of nominal deposition thickness typically re-
sults in islands with 80 = 5 nm diameter and 25 = 10 nm
gaps between them [Fig. 1(b)]. In general, many different
materials with different electronic order parameters can be
deposited via this process by controlling the graphene
substrate temperature during deposition [12], and other
deposition methods such as chemical functionalization
and wet self-assembly could be used as well.

Samples were prepared by exfoliating Kish graphite [4]
onto degenerately doped (p < 0.005 m{} - cm) silicon wa-
fers coated with 285 nm of gate-quality oxide from Silicon
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FIG. 1 (color online). (a) Scanning electron micrograph of Sn
island morphology on the graphene sheet (scale bar = 100 nm).
Inset: optical image of a typical device showing the four-probe
configuration (scale bar = 10 um) (b) Four-terminal sheet re-
sistance as a function of gate voltage for Sample A before (red
online) and after (blue online) Sn deposition. The dotted lines
indicate the charge neutral point and the arrow indicates the shift
after Sn deposition.

Quest International. Single-layer graphene flakes were
identified by optical contrast and confirmed via analysis
of the 2D peak with a micro-Raman spectrometer [13,14].
Absence of a measurable D peak intensity confirms the
highly crystalline nature of our graphene samples. Four-
probe contacts were defined via electron beam lithography,
and a Pd/Au 10/50 nm bilayer was evaporated as metal
electrodes [Fig. 1(a)]. To produce the island network, Sn
(99.999% purity) was evaporated using an electron gun in
high vacuum (1077 torr) onto graphene substrates at room
temperature. To minimize oxidation of the Sn, the samples
were immediately transferred to He-3 or Dilution cryostats
and connected to highly filtered lines. Linear response and
differential conductance were measured with standard low
frequency lock-in techniques using low excitation currents
in the range 10-100 nA. Figure 1(b) displays the room-
temperature field-effect characteristics of a device before
and after Sn is deposited. Although 40% of the graphene
surface is coated by Sn islands after the deposition, many
of the original electronic properties of graphene remain
intact, including bipolar transport and field-effect mobili-
ties w > 1000 cm?/(V - s). The three main effects of Sn
deposition are a rigid shift in the charge neutrality point
(Dirac point V) to more negative voltages, a factor of 5
decrease in mobility compared to the pristine graphene
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supported on silicon oxide, and a pronounced asymmetry
between electron and hole transport [14]. Note that the
maximum resistance at charge neutrality remains un-
changed, indicating that the high coverage of low resist-
ance Sn islands does not directly shunt the current in the
graphene sheet.

All three of these effects are well described by inhomo-
geneous doping due to charge transfer from the metal
islands to the graphene sheet [15]. From the shift in the
charge neutrality point (V) on three separate samples and
the known gate capacitance (C, = 115 aF/um?), we can
calculate the charge induced in the graphene sheet by the
Sn, njpg = C,AVp. Normalizing by the observed Sn cover-
age, we infer that Sn transfers 9 = 2 X 10'2 cm ™2 elec-
trons to the graphene underneath it. This is expected from
the difference in work functions between the two materials
(Bg = 4.5 eV, by, =4.42¢V) [16] and in agreement with
recent experiments performed using other metals [17,18].
This induced charge reduces the mobility of both types of
carriers via charged impurity scattering [19] while the
asymmetry in transport occurs because holes experience
the pinned Fermi level under the Sn islands as a potential
barrier, while electrons experience a potential well [15,20].

More interesting than the influence of the Sn islands on
the normal state properties of graphene is the effect the
superconducting correlations in the Sn have on transport
via the proximity effect. Figure 2 shows the sheet resist-
ance versus temperature for gate voltages on both the hole
and electron sides of the charge neutrality point. At each
gate voltage, the curve exhibits two distinct features: a high
temperature partial drop in resistance that occurs at
~3.5 K independent of gate voltage and a broad transition
between 3 and 1 K to a state of zero resistance that is
strongly dependent on the gate voltage [14].
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FIG. 2 (color online). Sheet resistance versus temperature for
various gate voltages, V,, referenced to the charge neutrality
point V, = +40 V for this device. AV, =V, — V, <0 corre-
sponds to hole transport, whereas AV, > 0 in (b) corresponds to
electron transport through the graphene sheet.
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The first partial resistance drop is due to condensation of
Cooper pairs in the Sn islands (72% = 3.72 K). Analysis
of the drop shows that it can be fitby Ac(T) « In(T/T,,) !
[Fig. 3(a)] typical of Aslamazov-Larkin fluctuation-
enhanced conductivity [21] in two dimensions. Fitting
each curve from 3.8-4.5 K we extract a mean-field pairing
temperature (7,9) of 3.54 = 0.02 K independent of gate
voltage [(red) squares in Fig. 4]. Note that the amplitude of
this drop is not directly proportional to the Sn coverage,
indicating that the islands do not act as simple supercon-
ducting shunts. In two-dimensional superconducting sys-
tems, it is well known that although the amplitude of the
superconducting wave function is well defined below the
pairing temperature 7., thermally induced phase fluctua-
tions (vortices) destroy global phase coherence and pro-
duce dissipation due to a finite flux flow resistance [22,23].
However, below the critical Berezinskii-Kosterlitz-
Thouless unbinding temperature, Tgit, the attractive in-
teraction between vortices with opposite orientation causes
them to form bound pairs allowing a finite supercurrent to
flow.

The vortex-unbinding temperature can be identified
from the universal form of the flux flow resistance [24]
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FIG. 3 (color online). (a) Fits of the sheet resistance versus
temperature to fluctuation-enhanced conductivity of the
Aslamazov-Larkin form. The (red) lines are data from Fig. 2
and the (blue) curves are fits to the Aslamazov-Larkin form. The
average gate-independent T is indicated. (b) Rescaling of the
sheet resistance versus temperature to the BKT form to extract
the vortex-unbinding temperature Tgykt at each gate voltage (see
text).
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above the transition R5(T) = exp[b(T — Tgxr)” /2],
where b is a constant of order unity governing the
vortex-antivortex interaction strength, and Tggr is the
vortex-unbinding temperature. To extract this form, we
plot [d In(Rp)/dT]~%/3 versus T, which produces a straight
line with Tgkr given by the x intercept for curves following
the universal form. In Fig. 3(b) the resulting fits are given
showing Tpir extracted from the x intercepts for three
different gate voltages. Through a large intermediate range,
the curves follow the universal form (straight line).
However, at low temperatures the curves level off due to
finite-size effects, which cut off the attractive vortex-
antivortex interaction [24]. This departure from the univer-
sal form is particularly evident near the charge neutrality
point AV, = 0 [Fig. 3(b)], possibly indicating proximity to
a superconductor-normal quantum critical point at the low-
est charge densities [25]. Figure 4 summarizes the resulting
Tgkr (open circles) extracted from the resistance versus
temperature curves at each gate voltage.

To analyze the gate-voltage dependence of the vortex-
unbinding transition, we consider the sheet as a dirty two-
dimensional superconductor where the gate voltage allows
us to tune the normal state resistance. This is justified since
the length scales of disorder are much smaller than the
superconducting coherence length, i.e., r ~ d ~ €15, < &,
where r is the size of the islands, d is the distance between
islands, and €, ~ 20-30 nm is the mean free path ex-
tracted from field-effect measurements at 6 K and the
superconducting coherence length Sn (£5" ~ 300 nm).
For a dirty 2D superconductor, one can use the jump in
superfluid stiffness at the vortex-unbinding transition to
relate Tkt to the normal state resistance of the film
[26,27],

M

Teo {A(TBKT) ¢ h[A(TBKT)]} _ &Ry

Tgxr L A(0) 2k, Tkt Ry

where A(T) is the superconducting energy gap, Ry is the
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FIG. 4 (color online). The mean-field pairing temperature 7
[(red) squares] and vortex-unbinding temperature Tgxt [(green)
circles] as a function of gate voltage. The solid (blue) line is a fit
of Tgkr using Eq. (1) and the measured normal state properties
of the device (see text).
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normal state sheet resistance, Ry = % ~8.96k(), and €,
is an effective dielectric constant that describes the mate-
rial dependent screening of the attractive vortex-antivortex
interaction [27]. Using the weak-coupling BCS limit for
the superconducting gap and the sheet resistance measured
at 6 K, we fit the Tyt extracted above using €, as the only
adjustable parameter and find €, = 2.40 = 0.05 [solid
(blue) curve in Fig. 4], which is twice the value seen in
related systems [27]. This implies that the vortices and
antivortices are relatively weakly bound in our system.

At temperatures below Tggr, vortices and antivortices
form bound pairs and a finite critical current develops
which saturates to a gate-voltage dependent value for 7 <
Tgkr- We observe a gate-tunable critical current of up to
10 wA [14]. This critical current is qualitatively similar to
isolated graphene Josephson junctions [8,9] with the ex-
ception that, in our devices, critical current densities
(I./width ~ 1 A/m) comparable to submicron graphene
Josephson junctions are maintained over distances of tens
of microns, demonstrating the fully two-dimensional phase
coherence in this system.

We have demonstrated a simple method to produce a
two-dimensional superconductor on a graphene substrate
and tune the transition via an electrostatic gate. This al-
lowed us to systematically tune the carrier density at fixed
disorder. Although structurally inhomogenous, this mate-
rial behaved electronically as a weakly disordered two-
dimensional superconductor. While we have probed the
properties of this system using electron transport, the read-
ily accessible interface allows application of a myriad of
local characterization techniques such as scanning probe
microscopy, optical spectroscopy, etc. We expect that ar-
ranging the islands into regular arrays or superlattices
should lead to interesting frustration effects as a function
of applied magnetic and electric fields [28,29]. This tuna-
ble superconducting material may find applications in
bolometers for sensing applications or as an element in
circuits for quantum information processing. The ease of
fabrication and considerable versatility of deposition ma-
terials make graphene an attractive platform for investigat-
ing other electronic orders such as magnetism in two
dimensions.
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