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Empirical vs ab initio calculations

Empirical approaches: interaction between two atoms described by an explicit
function of their positions (ex: Lennard-Jones, 1922):

V(r) = del(a/r)"* = (o/r)°]

where (o,¢€) are adjusted to reproduce experimental interatomic distances,
vibrational frequencies, etc. There are also empirical approaches to the elec-
tronic problem (tight-binding, Hiickel, etc.)

Question: can the same parameters describe diamond, graphite, nanotubes
and fullerenes 7 In the case of inaccessible systems (earth center, new mate-
rials, etc.) which parameters do we use ?

ab initio approaches : can we calculate structural, dynamical, electronic,
response properties without any adjustable parameter 7
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In principle, one can calculate everything from first-principles:

e:z;t = 1 ext iy ZI
H = Z__v ‘|‘Z ’r'z rwa v (ri):_zI: ‘Rl_ri|
1<

Ground-state energy (without Fj;onic): Eo =< ¥o|H|vg > with:
e g = Yg|ri01,...,NON]| antisymmetric
o [Yg[rio1,...,rnyon)|?dry..dry probability of finding electron i in [r;,r;+dr;].
o n(r)=p(r) =<1o|>_,6(r —r;)|ho > charge density

o pa(r,r') =<bol ) ;.; 0(r —1i)d(r" —rj)ltho > density of pairs, etc.

Problem: We don’t know 1y ! We could use variational
principle. However with ¢ = [rio1,...,ryon], calculat- %
ing < |Hp > would require (ngrid)3" ~ 103° opera- &
tions (for small molecule). With 10'? flops machine = :
centuries.

(@)
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Hartree-Fock: Variational approach with exact Hamiltonian but approxi-
mate wavefunction: a single Slater determinant (Pauli principle).

P1(r1)o1 on(ri)on |
1 P1(r2)oq ¢n(r2)on
Y(X1,X2, .00y XN) = \/ﬁ : :
i gbl(I'N)O'l qu(I'N)O'N |

1
= D (=) P opay(r1)..dpv)(rN)op@)--Op
P

Ground-state energy: EX =" (o] — lv2 + vt ;) + 5 Zz = (Jij — Kij)

Jij = /drdr’ |¢i(r)|2‘¢j(r,)‘2 and K;; = 50¢0j /drdr’ ¢f(r)§b3(r)gbz(r’)¢j(r’)

r —r/| r — 1’|

with J;; and K;; the (classic) Coulomb (Hartree) and (quantum) exchange
(Fock) terms. One now has N? integrals in (n,.;4)° dimension (instead of
(ngria)*Y dimension). The ¢; will be given by variational principle.
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The exchange hole (X-hole)

Density of pairs: pa(x,x") = (¢| )2, 0(x —x:i)o(x' —x;)|¢), x = (r,0)
gives probability to have an electron with spin ¢ in r with an electron with

spin ¢’ in r’. In HF, electrons with opposite spins uncorrelated =— energy
penality. Correlation energy: E¢*P- EHF=E, < 0

Normalized distribution function:
g(X7 X/) = P2 (Xa x’)/n(x)n(x’):

(a) Hartree

?
=

— [

(SHLT), PaSTEILION ) (1)1t §o AIIqUqond [FuoHpUOs

/
O F S POV L P TP

7 — 7| r—r'|

hx (r,r") = n(r")(g(r,r") — 1) the X-hole which verifies: [ hx(r,r")dr’ = —1.
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The helium atom: effect of correlations

Ground state: L=S=0 (singulet) symmetric through radial part f(ry,rs).
Ground-state (GS) energy: E*P = -5.8075 Rydb.

Trial 1: We take 1s state to build GS wavetunction :

F(r1,r2) = da(r1)da(r2), do(r) = (a®/?/x'/?)e™

where a is a variatiobal parameter. E(a) is minimum for ag=(2-5/16) with
E(ag) = -5.695 Ry (effective ionic charge: (2- 5/16)e < screening).

Trial 2: We provide more variational freedom:

f(r1,r2) = ¢a(r1)pp(r2) + dp(r1)da(rz)

Minimum energy (Taylor,Parr): (ag,bg) = (2.183,1.1885) and E(ag, by) = -
5.751 Ry in better agreement with experiment.



Trial 3 We include p-functions (with L=0; see Cohen-Tannoudji p.1017):

f(ri,r2) = (14 X)) "2 {pa(r1)dp(ra) + dp(r1)da(ra) + %%(1‘17 r2)}

%(1‘1, 1'2) — th(Tl)h10(7°2) + hl_l(Tl)hll(Tg)hl_l(rl)hll(rg) wz’th .
him(r) = 75/2/(37r)1/27“6_7"°Y1m(9, ®)

Minimum energy: (a,b,vy,A) = (2,176,1.201,2.475,-0.06128) and E(a,b,~y, \)=-
5.790 Ry

Essai 1 Essai 2 Essai 3

Thanks to p orbitals, the pair distribution function: P(rq,r2) = P(|r1], |r2|,0)
is angular dependant and P(6 = ) > P(6 = 0) (angular correlations).
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Trial 4: The Hartree-Fock solution. With the constraint S=0 for the
ground-state, the only mono-determinantal solution is:

V2 | #(r1)B(1) ¢é(rz2)B8(2) V2

and we are back to the form of (Trial 1). The solution we obtain (numerically)
yields: EY¥ = -5.723 Ry in between (Trial 1) and (Trial 2). We note in
particular that the wavefunction in (Trial 2) can be written as a sum of two
determinants:

(%1, Xz) = —— [ d(r1)a(l)  é(rz)o(2) ] (1 )(rg) 2DIR) — a5()

AT fr)a(l) fra@) ] [ fE0B(1) fr2)BQ)
‘”<X1’X2>—¢§{[g<r1>ﬁ<1> g(rz)ﬁ(2>] [g<r1>a<1> g(r2)a(2) |

—> by including several determinants containing ”excited” single-electron or-
bitals, one can improve the GS wavetunction and energy — quantum chem-
istry methods (Couple Cluster, Interaction Configurations (CI), etc.) But CI
quickly expensive as well. The approach widely adopted by a large fraction of
the community is DFT.



The density functional theory (DFT)

The central idea is to show that the ground-state total energy is a functional
of the charge density n(r) (scalar field and physical obervable) instead of the
many-body wavefunction: E[¢] — E[n].

N
Reminder: H = Z ——V + Z v (1) + Z 7"'_
1< tJ
ext ZI
v (Tz) - = ZlRI—m\jH:%

Theorem HK1 Given n(r) the charge density, there exists only one external
potential v°**(r) (up to a constant) that can realize n(r) (the reverse statement
is obvious!). By absurdum, let’s assume that:
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then the variational principle applied to H; = T + V¢ + v$** yields (non
degenerate GS): ESS < (19| Hy|vps) with:

(o Hy|thy >=< 1)o|Ha + v§™" — 05 |1hgy >

that is: B¢ < BSS + J dr p(r)[vf* — v5™]

Switching (1) and (2): ES® < ES® + [dr p(r)[v§*t — v§*]
and by addition of the two inequalities:

EC° + BS° < ES® + ES®  (absurd)
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Variational principle for E=E|n]

The density n defines in a unique way v¢** (and N) that is the Hamiltonian.
E is therefore a fonctionnal of n.

B[] = Efn]= / o (r)n(r) + Pl
Furln] = Tn]+V*n]

Fri is a universal fonctionnal of n as does not depend on v¢*?.

we do not know Fyg.

Problem:

Theorem: Given a "test” density "n****(r) > 0” such that [n(r)dr = N,
then: E[n's'] > Egs.

Variational principle valid for the wavefunctions. Its extension to E[n] derives
from the bijection between n(r) and the GS many-body wavefunction (HK1):
ngg <= ve:z:t — wGS and ntest — vea:t,test — wtest

so that: E[nteSt] = E[wteSt] > E[wgs] = E[ngs]
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DFT without orbitals: From this variational principle derives a Euler-
Lagrange equation which in principle allows to find n(r) by minimization:

)
on(r)

Blin) =l [ drn(r) = N = 0 = 0°74(r) + - i

with p the chemical potential associated with conservation of number of par-
ticles. However, Fy i not known !!

The Kohn and Sham (KS) approach

Numerous work to find T|n] and V¢¢|n] (Thomas, Fermi, Slater, Dirac, etc.)
However, the most successful approach is to come back to an ”"exact” expres-
sion for the kinetic energy T by re-introducing one-body orbitals. To do that,
KS introduce a fictitious equivalent system of non-interacting electrons un-
der the action of an effective external potential V¢// generating the same
density n(r) that the real system:

0-12



Hjp >=Elp > —

+ VI ()]gi(r) = eigi(r)

By regrouping: Fyg[n| = To[n|+ J[n|+ (T —Tp+ V- J)[n], the equivalence
between the two systems yields:

Veff(T') _ vea:t(r)_l_/T?g?’i)iZ’ n 55;5(3/['7;]

Thanks to KS, Ty, an "important fraction” of T[n], is calculated exactly. The
unknown part: E,. = (T — Ty + V¢ — J) is expected to be rather small.
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Derivation of the ”eigenvalues” equation

To connect the effective potential V¢// and E x¢, we use the variational prin-
ciple: 6Q2[y;] = 0, with:

Q]

—Zzeij/qbf(r)qu(r)dr

Eln] = Tyn]+ Jn]+ Excln| + /vext(r)n(r)dr

To[n] = Z/¢ —v i (r)dr

where the (e;;) variables are the Lagrange parameters associated with the
orthonormalization of the one-body wavefunctions (¢;). This leads easily to:

N
hellgi(r) = > ee(r)

J
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held = Vw224 Vel (r)
eff _ ext n(r,)drl 5E906 [n]
Vel (r) v () —I—/ Py + Sn(r)

Since (h¢ff) is hermitian, we can find a unitary transformation that makes
(€i;) diagonal while preserving the charge density and thus the energy, etc.
We use the notation: vg.(r) = dE,.[n]/don(r).

REMARK: E[n| is NOT the sum of the eigenvalues:

N /
E = zi:ei — %/n‘(:lnfaq)drdr’ + Exc[n] — /vxcn(r)dr

N

Y & = Tyln]+ / Vel (ryn(r)dr

)

— difficulty to interpret the €; as electronic excitation energies.
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The local density approximation (LDA)

DFT is a rigorous theory, but Ex¢ is unknown. We need to do approx-
imations. The ”historical” approximation still very very used is the LDA
which consists in introducing a local density of exchange and corre-
lation (XC) energy which only depends on the value of the charge
density n at r:

Excln] = /n(r)sxc(r)dr with : %24 (r) = 522 (n(r))
n eLPA(n(r
Ugj(lg«A(T) _ 5EXC[ ] ISX(j(T)—l—n(T)5 XC ( ( ))

on(r) on(r)

To go further, the fonction &2 (n(r)) is obtained thanks to very accurate

simulations (Quantum Monte Carlo=QMC) (Ceperley, Alder, 1986) on a ho-

mogeneous interacting electron gas of density (uniform) n"*™=n(r):

MC
ekPA(n(r)) = %8¢ (nhom)

, for different values of n/°™.
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For an homogeneous gas, TY(n), J[n] et Ex are analytic. By subtraction to
the total energy (numerical QMC values), we obtain the functional Ex(n) and
5(@’3 A(n) for the correlation energy and energy density. The QMC numerical

values for are usually fitted by some analytic form which is used in the codes
(e.g. Perdew+Zunger fit PRR 22 AN4R (10R1))

condensed matter physics

black: Ceperley-Alder (Perdew-Zunger interpolation)
red=Hedin-Lundqvist (RPA)

green=Wigner interpolation formula (1934)

correlation energy density (Hartree)

_01 Il ‘ Il ‘ Il ‘ Il ‘ Il ‘ Il ‘ Il ‘
0

Figure: Density of correlation energy e~ as a function of the reduced Wigner
radius r,/ag, 75 such that 1/n., = (4/3)7r3, n, average electron density.
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Self-consistency

H depends on n(r) that is on the un-
known ¢;(r): needs self-consistency.

Resolution goes in general through
construction of Hamiltonian matrix
H,p =< «a|lH|f > on a basis {a}
(planewaves, atomic orbitals etc.). Di-
agonalization of H, g yields {¢;, $;}
(Kohn-Sham) that is a new density n(r)
and potentiel V¢// etc.

g base ofH|B> diago

|

densité de charge initiale n®(r)

g

Construction du potentiel effectif
velf[n@(1)] et de I’Hamiltonien

Résolution de I’équation
de Schrodinger

Nouvelles fonctions d’onde et
densité de charge n@(r)

non convergence

i [l

‘ Compare n®(r) et nt1(r)

convergence

(n+1)
— n (1)

0-18



Why LDA ”is not so bad” 7

" Cu bulk

@

The XC hole hy. scales as 1/kp.
One may expect that LDA works if:
Vn/krn < 1. Actually, this condi-
tion usually does not hold and still

LDA "works”. Why 77

A) The XC hole satis- EXC [n] _ 1 / n(r)hXC (Ty ’I“’) drdr’
fies the Sum rule that: 2 r— 7’|
f hLDA — 1 1 o0 A
= — [ n(r)dr dR 47 h5'e(r; R)
B) The XC enrgy depends on 2 0
. . 1
the spherical average of hx¢ h?{é(r; R = — hxo(r, r’)dr’

AT Jur—r|=R
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Figure: X-hole in a Ne-atom. (Left) n(r,r’) plotted as a function of the
Ir — r’| distance (exact and LDA). (Right) The spherical average as a function
of relative distance (see: Gunnarsson et al., PRB 20 3136, 1979).
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Known problems with LDA (amongst others)

The self-interaction (SI) problem
In LDA, an electron interacts with itself (cf. hydrogen). This effect is strong
for localized states (pushed up in energy). This problem does not exist in HF
(ST cancellation between J et K, i.e. J;; = Kj;).
— there exists fonctionals Ex¢c corrected to remove this interaction (SIC:
self-interaction correction). These functionals lead to a vx ¢ which is ”orbital
dependant” = N* scaling (expensive).

XC potential in the vacuum; Van der Waals interactions
The XC potential in the vacuum must decay as 1/z (z distance to surface,
molecule; cf. charge image). In LDA, it decays exponentially (as the charge
density). In particular, dispersive interactions (van der Waals, etc.) between
molecules are inexistant within LDA.

0-21



Excitation energies

Experimentaly, the band gap,
electronic affinity, ionization
energy (EI) are obtained as dif-

ferences of total energy, e.g.: EI
= E(N)-E(N-1)

In exact DFT, one can calcu-
late E(N) and E(N-1) (for fi-
nite size systems). What about
LDA ? What is the meaning of
Kohn-Sham ” Lagrange param-
eters” 7

Figure (bottom): band gap in
solids (left) HF (right) DFT-
LDA. (courtesy: Brice Arnaud,
Rennes, France)
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Beyond the LDA: gradient corrections

In LDA, vxc(r) depends only on n(r) (local potential), while we know (cf.
Fock term K;;, van der Waals, etc.) that it must depend on the system at
every point of space (non-locality). One step in this direction may be done by
using ”gradient corrected” functionals:

| Va(r)
kpn(r)

These first functionals (GEA) based on ”simple” Taylor expansions were yield-
ing worst results than LDA usually: these fonctionals did not satisfied anymore
sum rules ! Several ”generalized” gradient corrected functionals (GGA) have
been introduced to satisfy these sum rules ... and many other nice properties
(asymptotic long range behavior of vx o, etc.). Are implemented in PWSCF:

vy ((n(r)) = v§e (n(r), s(r)), avec: s(r)

e PWI1 (Perdew, Wang, PRB 45, 13244 (1992))
e PBE (Perdew, Wang, Ernzerhof, PRL 77, 3865 (1996))
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Rule of thumb: LDA tends to underestimate bond lengths, and overestimate
binding energies and bulk modulus. The GGA functionals do ... the contrary!
(e.g. Dal Corso et al., PRB 53, 1180 (1996); Garcia et al., PRB 46, 9829
(1992)).

Mainly in chemistry (with local orbitals), ”hybrid” functionals, introducing
somme percentage of the non-local exchange (Fock) operator (”orbital” depen-
dent) are used extensively (but more expensive...). A good balance between
Fock energy and local exchange and correlation is "fitted” to get good results
on a large set of molecules.

LDA+U: with highly localized orbitals (e.g. 3d in transition metals), one
can add an adjustable on-site correlation term named U which acts on the
localized orbitals only. Implemented in PWSCEF'. Use with care ...

Other approaches aim at introducing non-local orbital-dependent functionals
in a manner which is much more consistent with the DFT Kohn-Sham idea.
They are known under the name ” Optimized Effective Potential” (OPE).
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Appendix A: Practical aspects

A) Instead of diagonalizing the Hamiltonian matrix, one can use variational
principle to minimize FE|c;(a)] with ¢;(«) the coefficients of ¢; on the {a}
basis (under the condition that the ¢; are orthonormal). Several techniques:

conjugate gradient, newtonian techniques, damped dynamics, etc. (NOT im-
plemented in PWSCF).

B) A matrix diagonalization (or the orthonormalization constraint in a min-
imization approach) scaled as N3: this is the price associated with DFT cal-
culations. For large hamiltonian matrices (e.g. in a planewave basis), one
compute iteratively the lowest eigenvales and eigenstates (¢;, ¢;) (we really
need only the occupied states to build n(r)). Again several algorythms exists:

In PWSCF, Davidson, DIIS, and conjugate-gradient-like are implemented
(variable ”diagonalisation”). See a discussion in: Kresse and Furthmuller,

PRB 54, 11169 (1996); Stich, Car, Parrinello, Baroni, PRB 39, 4997 (1989);
etc.
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C) Self-consistency and charge density mixing: In the self-consistent
loop, instead of injecting n® to start the (i+1) iteration, one usually uses a
"mixing” of the two previous charge densities: n"™*% = an® + (1 — a)n*~1,
in order to avoid energy and charge ”sloshing” (the larger the system, the
smaller the o usually). More sophisticated mixing have been developed (pre-
conditioned, Pulay, etc.) In PWSCF: mixing beta is the (1-«) variable and
”mixing_mode” selects the type of mixing (plain=Broyden, TF=Thomas-Fermi,
etc.)

00] Erxa., *::*=<i.1
Figure: Convergency for a W(100) v "
surface with simple linear mixing and ‘
Broyden approach (Singh et al., PRB 01 BROTDEN
34, 8391 (1986)) oo}
ITERATION

FIG. 1. The distance [in 1073 electrons/a.u.%, cf. Eq. (9)] be-
tween the input and output charge densities as a function of
iteration number.
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Planewave (PW) formalism. Bloch theorem and Fourier expansion yields:

1 1

n — 'k' n .th: n — n.mMm k .Gm'
Yk (1) Ncellsexp(’t r)tnk(r) with: unk(r) T Em Cnm(K)exp(iGm'T)
h2
EtOt - - wnk / Cn,m [2m€ |k —|_ G’m‘ 5m’m/ —|_ ‘/vex'[;(k + G’m, k —|_ G’m’)] Cn,m’

" Zng(G)n(G) T 27’(‘62 Z n(CTvG2> +7Ewald + <Z Oés> %

G G+£0

(k, wnk) related to Brillouin-zone k-point sampling, Vezi(k + G, k + Gy/)
the Fourier components of the non-local part of the ionic potential, %‘f the
average density,

See e.g.: Thm, Zunger, Cohen J. Phys. C: Solid State Phys. 12, 4409 (1979).
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Planewave formalism (2):

e size of PW basis determined by maximum kinetic energy: G < Gaz
with B/ = G2 (in Ryd). E™M% is the ecutwfn variable in PWSCEF.

kin max kin

Roughly, 27 /G qz sets the real-space precision for describing 1,k (r).

e if 1, (r) have Fourier components up to G4z, then: Ve (k + G, K + G')
and n(r) (product of 1,x) must be described up to 2G4, (that is a
maximum kinetic energy 4 times larger: ecutrho parameter in PWSCF).

e XC functionals are expressed in real-space => one use a Fourier trans-
form of the charge density onto a real-space grid: n(G) => n(r), with
spacing Ar ~ 27/2G 0. (Fast) Fourier transforms are an important
issue when parallelizing codes (communication).

e The (G=0) components of the Hartree, electron-ion and ion-ion energies
diverge. The divergencies cancel up to a constant (ygwaiq and a terms)
but still a problem of ”zero energy reference” in periodic/planewave
calculations => Kohn-Sham eigenvalues are not referenced with respect
to vacuum level !
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